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Introduction

“No matter how powerful computers
become, physicists will always want to
study problems that are too difficult
for the computers at hand.” [1]

In these notes we discuss the topics covered in the following three modules of the “Numerical
Methods for Physics” course:

e Introduction to Markov Chain Monte-Carlo and applications in statistical mechanics
e Application of Monte-Carlo methods to the study of the path-integral in quantum mechanics
e Path-integral simulations for quantum field theories

With respect to the material discussed in class (many) more details are present in these notes,
mainly to investigate some technical points or to provide complete proofs whose analysis would
take too much time, or would be at least partially off topic, during the lectures.

After introducing some general features of the Monte Carlo algorithms, in Part I we discuss quite
in detail the approach known as Markov Chain Monte Carlo (MCMC), which is the Monte Carlo
technique that is most commonly adopted in nontrivial applications. To put on firm ground the
foundations of the MCMC method same basic facts about Markov chains are presented, together
with the data analysis techniques needed to reliably estimate (functions of) average values in
MCMC simulations, and to asses their statistical accuracy.

Statistical mechanics will be often used to motivate some of the requirements that a good
Monte Carlo algorithm has to satisfy, and in Part IT the MCMC technique is applied to the study of
phase transitions in simple lattice systems. While virtually any problem in (equilibrium) statistical
mechanics can be tackled by using Monte Carlo methods, there are several reasons to focus on
phase transitions in classical lattice models of ferromagnets. From the algorithmic point of view
these models are quite simple to investigate by Monte Carlo methods, and thus constitute an ideal
testbed for the application of the techniques introduced in Part I. Given their extreme simplicity,
one might expect these models to provide only some very general qualitative information of minor
physical interest. This is however not the case for continuous phase transitions: the phenomenon
of universality ensures that even the simplest models capture quantitative features (the universal
ones) of real world continuous phase transitions. The peculiar behavior that emerges in a system
close to a continuous phase transition also presents some challenges for the Monte Carlo method,
whose computational efficiency typically decreases as the size of the system is increased (critical
slowing down).

In Part III Monte Carlo methods are applied to study quantum mechanical systems, and in
particular equilibrium quantum statistical mechanics. The starting point is the Euclidean path-
integral technique, by which quantum thermal averages can be rewritten in a way which makes them
amenable of being estimated by Monte Carlo methods. Indeed, once a regularization of the path-
integral is introduced, the computation of quantum thermal averages becomes formally equivalent
to the estimation of thermal averages in a one dimensional classical lattice system. Information
on the energy spectrum of the quantum model can be obtained by studying correlators in the
corresponding classical statistical system for different Euclidean time separations; using this fact
it becomes clear that the process of removing the path-integral regulator is equivalent to the study



of critical phenomena in classical one dimensional systems. Although all the techniques introduced
are valid for generic systems, the case of the one dimensional harmonic oscillator is often used to
exemplify them in a simple setting in which analytical computations can also be performed.

In Part IV Monte Carlo methods are applied to the numerical investigation of some properties
of quantum field theories. Although the general ideas are analogous to those already introduced
in Part III, some more difficulties arises, that are discussed in the simplest setting, that of the
free bosonic field. Numerical simulations of fermion fields are significantly more challenging than
their bosonic counterparts, and some of the difficulties encountered can be easily understood. The
fermionic case is used to motivate the introduction of the Hybrid Monte Carlo algorithm for the
simulation of non-local actions. Quantum field theories are not only more difficult to simulate
than elementary quantum mechanical systems, they also present a richer phenomenology. In order
to present a glimpse of this phenomenology, we discuss several aspects of two dimensional lattice
gauge theories, which are relatively easy to simulate and for which we have complete analytic
control.

This course is thought to be attended in parallel with other courses, more focused on the
physics of the systems under investigation, like, e. g., statistical mechanics and quantum field
theory courses. For this reason a short summary of the main physical features is provided whenever
a deeper physical understanding is needed, e. g., to decide which observable to measure, to plan
the simulations or to interpret the numerical results.

The other natural possibility would be to attend this course when already acquainted with the
physical side of the problem. It is quite obvious that there are positive aspects also in this second
possibility, however one should not underestimate the physical insight that can be gained by nu-
merically simulating a system. Indeed, sometimes, the mathematical subtleties that in a theoretical
setting could seem futilely abstruse, or maybe even useless, become quite reasonable after directly
verifying what happens by neglecting them. Spontaneous symmetry breaking (especially in gauge
field theories) is a typical example of a phenomenon which require some care to be investigated,
both from the mathematical point of view and in numerical simulations.

All the numerical results presented have been obtained by using the codes publicly available at

https://github.com/claudio-bonati/NumericalMethods/

and the run times reported refer to a single core Intel(R) Xeon(R) Gold 5218 CPU 2.30GHz, with
the code compiled using the GCC compiler (version 9.4.0).

To report typos, oversights, inaccuracies, errors or whatever else, please write to

claudio.bonati@unipi.it


https://github.com/claudio-bonati/NumericalMethods/

List of abbreviations

b. c.: boundary conditions

FSS: finite size scaling

GCD: greatest common divisor

iid: independent and identical distributed
LGT: lattice gauge theory

MC: Monte Carlo

MCMC: Markov Chain Monte Carlo
pdf: probability distribution function
QCD: quantum chromodynamics
QFT: quantum field theory

QM: quantum mechanics

RG: renormalization group

SSB: spontaneous symmetry breaking
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Chapter 1

Basics of Monte Carlo methods

Monte Carlo methods constitute a class of numerical methods which use a stochastic approach to
evaluate expressions of the form

(F) = /CF(:U)p(x)d:r , (1.0.1)

where da denotes a measure on the set C, p(x) is a probability density function on C' (pdf for
short), thus

p(x) >0, /Cp(x)dac =1, (1.0.2)

and F(x) is a function of . In some cases the quantity to be investigated already has a natural
probabilistic interpretation (this is typically the case in statistical mechanics), in other cases some
work is needed to rewrite it in the form Eq. (1.0.1), selecting an appropriate ensemble C, an
appropriate pdf p(z) and an appropriate function F(x).

Several approaches can be used to evaluate the right hand side of Eq. (1.0.1), and this is the
reason for the plural in “Monte Carlo methods”: in some cases it is possible to directly sample
the pdf, in most of the cases this is however not numerically feasible, and the less direct Markov
Chain Monte Carlo approach has to be used; also in this case there is however much freedom on
how to construct the appropriate Markov Chain.

Whatever method is used, in the end all Monte Carlo approaches produce “in some way” a sam-
ple of N draws x1,...,zy from the pdf p(x), from which we get the quantities F(x1),..., F(zn),
whose sample average F is an estimator of (F'). The values z; are always identically distributed but
non necessarily independent, and a fundamental point is to determine the statistical uncertainty
to be associated with F.

1.1 Sample statistics

In this section we recall some basic facts about sample statistics that will be of fundamental
importance in the following, considering only the case of independent and identically distributed
(iid for short) samples {z;}i=1, . n. As usual we denote by (F) the average of F' computed with
respect to the pdf p(x), and by F the sample average of the quantities F; = F(z;). The overline
will be used more generally to denote sample estimators.

It is simple to verify that the sample average

— 1
F = N;Fi (1.1.1)

is an unbiased estimator of (F), i. e., (F') = (F'): since the draws ;s are sampled from the same



pdf p(z) we have for each ¢
@wzwumz/pmmmm%:w% (1.1.2)
and by linearity

(F) = %Z(Fa = (F) . (1.1.3)

To get an unbiased estimator of the variance o2 = (F?)—(F)? is only slightly more complicated:
we have

(77— F) <§,ZF - (}VZF> > S - EE) . ()

Moreover, since F; = F(z;) and the z;s are identically distributed, we have (F?) = (F?), and since
the z;s are also independent of each other

o (F?) ifi=j

hence 1
(F?—F) = {F?) - 55 [N(N = )(F)* + N(F?)] =
1.1.6)
N-1 N -1 (
= S (%) = (F)?) = S0}

An unbiased estimator of 0% is thus

. N — 2

O_%:N_1<F27F) , (1.1.7)
and the bias correcting factor % is obviously irrelevant in the large sample limit N > 1.

We can now compute the variance of the stochastic variable defined by the sample average F.
We have (using once again the fact that the x; are iid)

o= (F) — (P = <<2F> > ~ (F)? =

= 3 [N(F?) 4 NN = 1)(F)?] — (F)? = - [{F) — (F)"] = 103

(1.1.8)

Using the sample estimator of the variance % we immediately obtain the sample estimator of the

variance of the sample average:
1 — =2
—2
To appreciate the importance of these results it is useful to recall a simple fact known as
Chebyshev’s inequality: if X is random variable with finite variance 0% and average (X), the
probability of observing a value of X whose distance from (X) is larger than kox is smaller than
1/k2:
1
P(X ~ (X)] > hox) < 15 (1.1.10)
From the definition of variance and the positivity of (X — (X))? we have indeed
7= [ - x)ppnax = | (X — (X))?p(X)dX

| X—(X)[=kox

(1.1.11)
> k2o% /|X — p(X)dX = k*0% P(|X — (X)| > kox) ,



from which Chebyshev’s inequality follows. The meaning of the Chebyshev’s inequality is that the
standard deviation ox is a measure of how much a probability distribution is peaked around (X).
From (1.1.8) we can thus conclude that in the large sample limit N — oo it is very unlikely to find
a value of the sample average which is far from the true average. This result is nothing but the
law of large numbers in its weak form: for any e¢ > 0 the probability of finding a value X which
differs from (X) by more than € goes to zero in the large sample limit N — oo:

lim P(|X — (X)|>¢)=0. (1.1.12)

N—o0

The proof of this result is an immediate consequence of (1.1.8) and Chebyshev’s inequality if 0%
is finite, but the result is true also without this assumption (see e. g. [2] §X.2 and [3] §VIL.7 or [4]
§1.1 and 1.6).

The bound in Chebyshev’s inequality (1.1.10) is typically far from optimal and can not be
used to precisely assess the uncertainty associated with F. For distributions with finite variance
we have a much more precise statement, the Central Limit Theorem, that will be of fundamental
importance in everything that follows: if the quantities {X,};=1 .~ are iid variables with average
(X)) and finite variance 0%, in the large N limit the pdf p(X) of the stochastic variable X converges
to a Gaussian with average (X) and variance' 0% /N:

p(X) — \/Qﬂ_iwexp <—(X20_2X</X]\;)) . (1.1.13)

A proof of this and of more general statements can be found in [3] §VIII.4 and [4] §5.27, while a
proof under quite restrictive hypotheses but with an estimate of the accuracy of the convergence
is presented in the appendix of [5].

From the Central Limit Theorem we thus know that, for large enough N, the value F has
a probability ~ 68.3% of being closer to (F') than o, a probability ~ 95.5% of being closer to
(F) than 207, and a probability ~ 99.7% of being closer to (F) than 30. Moreover o can be
computed by using its sample estimator G in Eq. (1.1.9) and scales oc 1/ VN for large N. The
scaling 1/ V'N of statical errors is a consequence of the Central Limit Theorem, is universal in
Monte Carlo methods and constitutes their main limitation or advantage, depending on the point
of view.

1.2 Integration methods

The results of the previous section can be used to build simple Monte Carlo integrators and estimate
their statistical accuracy. We consider for the sake of the simplicity an integral of the form

I:/O f(z)dz | (1.2.1)

where f(z) is a non negative regular function with 0 < f(z) < M for z € [0, 1], see Fig. (1.1) (left).

Several MC approaches can be devised to estimate I. A simple possibility is to think of I as
(f), where the average is computed with respect to the uniform pdf p(z) = 1 on [0,1]. We can
thus proceed as follow:

1. generate N numbers z; € [0,1] iid with pdf p(z) =1

2. estimate I as f = + Zil f(z;) .

A different possibility is to write f(x) = fof (=) dy and thus

1 f(z) dad
I:/ dac/ dy :/ F(z,y)dady = M F(z,y) ey , (1.2.2)
0 0 [0,1]x[0,M] [0,1]x[0,M] M

INote the consistency with Eq. (1.1.8).
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Figure 1.1: (left) The geometry considered for the integration in Sec. 1.2. (right) The basic step
of the rectangle integration scheme.

where

o= {3 A= s

We thus have I = M (F), where the average is computed with respect to the uniform pdf p(z,y) =
1/M, and (F) is just the probability that a randomly chosen point in [0, 1] x [0, M] falls below the
curve f(z). To estimate I we can now proceed as follows:

1. generate N points (x;,y;) in the rectangle [0, 1] x [0, M] iid with pdf p(z,y) = 1/M
2. estimate [ as MF = 4L Zfil F(x;,y;), which is equal to M/N times the number of points
below the curve f(z) .

The error of the MC estimates of I scales to zero as 1/ V/N in both the approaches, as dictated
by the Central Limit Theorem. To understand which of the two method is more efficient we have
to estimate the numerical factor multiplying 1/ V/N in the error, i.e. the standard deviation of the
single extraction (multiplied by M in the second case). Using the first method we have

7= -2 = | P la)de - (/ 1 f(x)dx>2 ; (1.2.4)

using the second method we have instead (using F?(z,y) = F(z,v))

2
dzdy dzdy
U%:<F2>—<F>2:/ F(x,y)QM—</ F(z,y) M) =
[0,1]x[0,M] [0,1]x[0,M]

2 2
dzdy dzdy I I
= Fla,y)—— — / F(z,y) <) ;
/[0,1]x[o,M] M < [0,1]x[0,M] M M M

Note that in the second approach I = M (F), thus the relevant factor is Mop = VM1 — I?, which
is a monotonically increasing function of M > I. It is thus convenient to chose M as small as
possible, hence M = max f(x).

If we consider for example the case f(x) = v/1 — 22, in which case I = 7/4, we have (with
M=1)

1 1 2\ 1/2 1/2
af—</0 (1—x2)dm—</0 molx>> —(1—;—(1)2> ~ 0.22

- T 9 1/2
Mop = ff(f) ~ 041,
op <4 4 > 0

11



hence the error scales for large N as ~ 0.22/v/N and as ~ 0.41/v/N for the first and the second
method, respectively. To achieve a given target precision, the second method thus requires a sample
approximately four times larger than that of the first approach.

We can now compare these results with those that can be obtained by using deterministic

approaches for the computation of I. The simplest deterministic integration method is the rectangle
method (see Fig. (1.1) (right)):

1. divide the unit interval [0, 1] in N intervals of size A = 1/N.
2. select x; in the i-th interval (e.g. z; =i/N or x; = (i +1/2)/N, with i =0,...,N —1)
3. estimate the integral by Ir = A", f(x;)

The error of this estimate is bounded by

|[I —Ig| < ZA(maxf — min f) = A X (total variation of f) , (1.2.7)

where max; f denotes the maximum of f(x) on the i-th interval and min; f the corresponding
minimum. For the case f(z) = v/1 — 22 considered above we have (using the fact that f is
monotonic)

1
=%
The scaling with N is thus much more favorable in the rectangle discretization scheme than in the
MC approach. Had we used the trapezoidal rule, in which the function is locally approximated by
a linear function, we would have obtained an error scaling as 1/N?2. Using a generic integration
algorithm of order k (e.g. using spline interpolation of order k) we get an error which scales as
O(N—F).

If instead of considering a simple one-dimensional integral we consider a D-dimensional integral
on [0,1]7, things change drastically. Denoting by A the linear separation of the grid to be used in a
deterministic estimation of the integral, we need to evaluate the integrand function in 1/AP points.
If we indicate the typical number of operations to be performed by N, we thus have N ~ A=P,
and the error of an integration scheme of order k scales as

|[I — Ir| < A(max f — min f) (1.2.8)

AF ~ NTR/D (1.2.9)

On the contrary, the error of any Monte Carlo approach always scales as 1/ V/N, independently of
the dimensionality. For large enough D Monte Carlo becomes the best choice.

We have thus seen that the scaling of Monte Carlo errors is typically quite bad compared to
the scaling of errors that can be obtained by using deterministic approaches. However, there are
particular situations in which Monte Carlo methods are the most effective ones, the paradigmatic
example being that of integration in spaces of very large dimensionality, which is relevant both for
statistical mechanics and path-integration. To summarize [6]:

Monte Carlo methods should be used only when all alternative methods are worse.

12



Chapter 2

Sampling a probability
distribution function

2.1 Pseudo-random number generators

The output of a standard pseudo-random number generator is typically an integer number in the
interval [0, M) (or open or closed interval) with uniform pdf, which becomes a real number with
pdf approximately uniform in [0, 1) when dividing by M.

Pseudo-random number generator are usually based on iterative algorithms like z;11 = f(x;) or
Tivk = f(xi, ..., Tirk—_1), where g (or xo, ..., xp_1) is the seed of the generator. It should be clear
that the numbers x; obtained using such an iterative algorithm are neither random nor independent
from each other, but for many practical applications everything works “as if” these numbers were
truly iid random quantities. Problems that are present in any pseudo-random number generator
are

e finite period: a value i,,,, exists such that the sequence x; repeats itself if ¢ > 7,42
e correlations: x; clearly depends on the x; with j < 4, although this correlation can be quite
nontrivial to highlight.

Whether a given random number generator is “good enough” for this cheat to be trustworthy
is a nontrivial problem, and several tests are available to verify the quality of the randomness of
the sequence z;. For this reason it is good practice to use pseudo-random number generators that
are known to be of high quality, although this is sometimes not sufficient, since what is thought
to be a high quality generator is not time independent (see later in this section for an example).
Note that, in the context of MC applications, the quality of pseudo-random number generator is
typically non correlated with the generator being cryptographically secure.

Simple and very well studied pseudo-random number generators are linear congruential gener-
ators [7], in which natural numbers in [0,m) are generated by iterating’

ZTp+1 = (axy, 4+ ¢) mod m , (2.1.1)

where 0 < zg < m is the random seed, 0 < m is the modulus, 0 < a < m is the multiplier, and
0 < ¢ < m is the increment. Clearly 0 < x,, < m, thus y; = x;/m is a pseudo-random real number
in [0,1), and there are at most m different values that can be obtained by iterating Eq. (2.1.1).

Since x,4+1 is obtained from z; in a deterministic way, the sequence of numbers repeats itself
once a number x,, is extracted which is equal to z; for some i < n; the period of a linear congruential
generator is thus surely not larger then the modulus m. Necessary and sufficient conditions for
a linear congruential generator to have period m are provided by the Hull-Dobell theorem (for a
proof see, e. g., [8] §3.2.1.2).

1

we remind the reader that the notation x mod y denotes the remainder of the integer division of z by y.

13



Theorem 2.1.1 (Hull-Dobell). A linear congruential generator has period m if and only if the
following requirements are satisfied:

1. c is relatively prime to m,
2. a — 1 is a multiple of p, for every prime number p dividing m,
3. if m is a multiple of 4, then a — 1 is a multiple of 4

A combination of parameters which satisfies these constraint is for example m = 2%, a = 4n+1,
and ¢ = 1. Note however that a large period is not enough for a pseudo-random number generator
to be a good one: a linear congruential generator with a = 1 and ¢ = 1 clearly has period m, with
m that can be arbitrarily large, still this is a terrible pseudo-random number generator.

All linear congruential generators with ¢ = 0 (often called Lehmer generators) have a known
weakness: if we define the numbers y, = z/m € [0,1) and we interpret k consecutive y;s (i.e.
{Yi, Yix1, .- Yirk—1}) as the coordinates of a point in k-dimensional space, then all these points lie
in at most (k!m)'/* parallel hyperplanes [9]. Note however that in some cases the actual number
of parallel hyperplanes on which these numbers lie is much smaller.

A famous example of such a failure is provided by the RANDU generator, which was the
standard IBM pseudo-random generator in the '60s-'70s. This generator is defined by the recursion
relation

zjt1 = (655392;) mod 2*! | with x( odd. (2.1.2)

From the fact that o is odd it immediately follows that z; is always odd, thus y; = 7;/230 is a
number in (0, 1). This pseudo-random number generator comes with the disclaimer “its very name
RANDU is enough to bring dismay into the eyes and stomachs of many computer scientists!” ([8]
p. 107), which is motivated by the ridiculously small number of parallel planes on which consecutive
triples of numbers lie. According to the previously stated theorem this number is smaller than

(31231)1/3 ~ 2344, however the actual number is 15.
To show that the parameters choice used in RANDU is a very bad one we start by noting that 65539 = 216 + 3,
thus
zjro = (2" + 3z = (2'° +3)%z; (2.1.3)

where all equalities hold modulo 23!. Now we use
(216 +3)2 =232 4 6x 216+ 9=23246(2164+3) -9 (2.1.4)
to rewrite the previous equation as (again all equalities hold modulo 231)
Tiyo = [6(2'° +3) —9)z; = 641 — 9z . (2.1.5)
We thus have xj 12 — 62541 + 92, = k231, where k is an integer number, and finally
Yj+2 —6yj41 +9y; =k . (2.1.6)

This equation, with integer k, describes a family of parallel planes in R, and it is simple to understand that of
these planes at most 1+6-+9=16 intersect the cube [0,1]3: 1 plane intersect the j + 2 axis, 6 planes intersect the
j+1 axis, and 9 planes intersect the j axis. The actual number of planes intersecting the cube [0, 1]3 is in fact 15.

A less spectacular failure, but in some way a much more disturbing one, was reported in [10],
where it was shown that a supposedly high quality pseudo-random number generator failed to
reproduce the exact solution of the two dimensional Ising model when used in a MC simulation.

Simulations reported in the following of these notes have been performed by using the permuted
congruential generator pcg32, in the minimal C implementation available at

https://www.pcg-random.org/download.html

It is good practice to write MC simulation codes in a way that makes it easy to change the pseudo-
random number generator; this can be done, e. g., by introducing a wrapper function for the
pseudo-random number generator.
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2.2 Simple sampling, importance sampling, reweighting

We have seen in the previous section that algorithms are available to generate real pseudo-random
numbers in the interval [0,1), and it is trivial to modify these algorithms to produce numbers
in the interval [0, M), with M arbitrary. Using these pseudo-random number generators we can
thus sample a constant (eventually multidimensional) pdf, and we have seen in Sec. 1.2 that this
is enough to estimate by Monte Carlo methods definite integrals. This approach goes under the
name of simple sampling.

For many practical uses, and in particular for statistical mechanics applications, simple sampling
is however very inefficient. In the large volume limit the Boltzmann distribution gets extremely
peaked around the most probable configuration, which is the one with the largest entropy in the
microcanonical ensemble or the one with the smallest free energy in the canonical ensemble. By
uniformly sampling the configuration space we are thus almost surely selecting configurations which
give negligible contribution to the physical result, so we are basically accumulating a lot of noise.

To make this argument more quantitative we can consider the average value

(O)p = /O(x)p(w)dm (2.2.1)

where O(x) is an observable which depends smoothly on x, while p(z) is a probability distribution
function that is extremely peaked close to T, so for example

p(x) :{ (1)/5 zzﬁ : (2.2.2)

with Z € A, A a set of measure 4, and we are interested to the case § — 0.
In simple sampling we uniformly sample the configuration space, so we use

(0)p =V(Op)1 , (2.2.3)

where V' is the total measure of the configuration space (the “volume”), and we denote by { )1
the average with respect to the uniform pdf 1/V. As in Sec. 1.2, to understand the effectiveness
of the approach we have to study the standard deviation of the quantity we are averaging, and for

simple sampling we get
v ( [ - | 0<x>p<x>dvxr> .

/ (2.2.4)
Voo o\ v

-1,
which is both proportional to the (large) volume and divergent for § — 0.

If in a Monte Carlo we instead generate points according to the distribution p(x), the standard
distribution which governs the error is for 6 — 0

(/ 0%(z)p(z)dz — [/O(x)p(:c)dx} 2) - ~ (0(z)? - 0(2)2)""* =0. (2.2.5)

It is clear that this second approach, known as importance sampling is more effective in statistical
physics than simple sampling, and to use it we need methods to sample a generic distribution p(z).

In the rest of this chapter we discuss the basic approaches to this problem, which are however
typically quite (very) inefficient if the distribution p(z) depends on many variables, as in statistical
mechanics. In the next chapter we will discuss this more complicated case, introducing the Markov
Chain Monte Carlo approach. Note however that the techniques developed in Secs. (2.3)-(2.4) will
turns out to be useful also in the context of Markov Chain Monte Carlo, so it is worth to take
them seriously.
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(x)y | T

0 | 0.0000(10)

0.25 | 0.2495(11)

05 | 0.4974(15)
(23)
(35)

0.75 | 0.7487(23

1.0 | 0.9993(35
15 | 1.492(10)
2.0 | 1.970(25)
2.5 | 2.474(69)
3 | 2.78(19)
4 [ 2.60(32)
5 1.73(34)

Table 2.1: Values of T for a Gaussian pdf with average (x) and variance 1, obtained by sampling
a Gaussian with zero average and variance 1 and reweighting the results. In all the cases 10°
independent draws have been used.

With a reasoning similar to the one just used it is simple to understand the problems related to
the technique commonly referred to as “reweighting”. In some cases it is not possible to generate
points according to the pdf p(z), for example when p(z) is not a pdf because it is not positive
definite (we will see one occurrence of this problem when discussing identical fermionic particles in
Chap. 12). In these cases one possibility is to generate points according to the pdf g(x) and then

e (0), = /O(:c)p(x)dx: /O(I)Z)Egg(x)dx <O§>g : (2:26)

The variance of the original distribution (i. e. the one obtained by sampling p(x)) is
2
oty = [ G@mions - ( [ o) (227

while the variance of the reweighted problem is

0'(29) = /02(58)1;2(%) dz — (/O(oc)p(:v)dm)2 . (2.2.8)

If O(z) is a smooth function and in some points p(x)/g(z) > 1 then 0(29) > U(Qp . This means
that reweighting works well only for distributions that are at least qualitatively similar, and this
problem is usually known as the “overlap problem”.

To have an explicit example of the overlap problem we can try to estimate numerically the
average of a Gaussian pdf with average (z) and variance 1 by sampling a Gaussian pdf with zero
average and variance 1, then reweighting the results (as we will see in the next section Gaussian pdf
can be easily sampled). The results of this numerical experiment are shown in Tab. (2.1), where
the estimate T obtained by reweighting a sample of 10° independent draws is reported together
with the true average (x). It is clear that when (z) is larger than 1, and the two distributions
become significantly different from each other, the reweighting method becomes very inefficient.
It is important to explicitly note that, when the original and the reweighted distributions are very
different from each other, (z) and T are not even compatible with each other: huge statistics would
be required to even estimate reliably the variance of the average.

2.3 The change of variable method

The simplest method, at least from a theoretical point of view, to generate a non-uniform proba-
bility distribution function from a uniform pdf is the change of variable method.
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Let us assume that the variable z is a random variable with pdf p(z), that f(z) is a smooth
invertible function and let us denote by p(y) the pdf of the random variable y = f(x). Values of z
in the interval [z, z 4+ dz] correspond to values of y between f(z) and f(z +dz) ~y + %dx, thus
their probability is the same, thus the transformation law of the probability density functions is
(using dy = |df/dz|dx)

e =)y i) = (2.31)

In the expression of p(y) there is obviously a slight abuse of notation: this function depends on y
but in the right hand side of the equation we left the dependence on y implicit, since z = f~1(y).

Using the general transformation law for pdfs just obtained it is possible to sample nonuniform
distributions; the nontrivial part of this task is to find the appropriate change of variable. If x is
a random variable with uniform pdf on [0, 1] and yo = f(0), then

y T
/ ply)dy' = /0 do’ =z, (2.3.2)
v

0

and we can analytically find the change of variable needed to sample p(y) if

1. we know the primitive of p(y)
2. we can invert the primitive of p(y) .

The simplest case in which both these requirements are satisfied is that of the uniform distri-
bution function: if p(y) is a uniform distribution function in [a, a + M], we can for example assume
Yo = a, then the previous equation becomes (y —a)/M = x and finally y = a+ Mz. A slightly less
trivial example is that of the exponential distribution function. If we want to sample the stochastic
variable y in [0, 00) whose pdf is p(y) = pe ¥, we can assume yo = 0 and from Eq. (2.3.2) we get

Y ’ Y
x= / pe M dy = —e M ‘ =1—eM, (2.3.3)
0 0
from which y = *ﬁ log(1 — ). If we use instead yo = oo we get
e ’ ’ s
x = / pe M dy' = —eTM | =e MY (2.3.4)
y y
hence y = —Llog(r). Both the changes of variables can be used, since they differ only for the

order in Whicﬁ one interval is mapped to the other. Indeed we can switch from one to the other
using  — 1 — x, which leaves invariant the uniform pdf on [0, 1].

Probably the most famous and used application of the change of variable method is the genera-
tion of random numbers distributed with Gaussian pdf. If we need to sample the normal Gaussian
pdf py) = \/%e_%yz we can not use the simplest strategy, since the primitive of the Gaussian is
a non-elementary trascendental function, however we can follow a strategy that is similar to the
one adopted to compute Gaussian integrals. If y; and y- are two independent stochastic variables,

both with normal Gaussian pdf, their joint pdf is

1 1
p(y1, y2)dy1dys = %€7§(y§+y§)dy1dy2 : (2.3.5)

Passing to polar coordinates y; = r cos ¢, yo = rsin ¢ the joint distribution function of the stochas-
tic variables r and ¢ is

p(r,¢)drde = %6_%"2rdrd¢ = (;1;;:) (e_%Tzrdr> ) (2.3.6)

hence ¢ and r are stochastically independent, with ¢ uniformly distributed on [0,27) and r dis-
tributed with pdf p(r) = re~27"dr. Since we know the primitive of this pdf, we can use Eq. (2.3.2)
with rg = 0, to get

2

T
0
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Algorithm 1 Box-Muller algorithm to generate two independent normal Gaussian random num-
bers starting from random numbers distributed with uniform pdf in (0, 1).

Require: z,z sampled from uniform pdf in (0, 1)
y1 = v/ —2log(z) cos(2mz)

Y2 = /—2log(z) sin(272)

Algorithm 2 Polar form of the Box-Muller algorithm to generate two independent normal Gaus-
sian random numbers starting from random numbers distributed with uniform pdf in (0, 1).

Require: r1, 73 sampled from uniform pdf in (0, 1)
repeat
zZ1 = 1— 27’1
Z9 = 1— 27‘2
S =2} + 22
until 0 < S <1

y1 = 5/ —2log(5)
Y2 = F/—2log(5)

from which r = \/—2log(1 — z). If we use instead ro = 0o we get the slightly simpler expression
r = v/—2logxz. We have thus shown that, given two random number z,z € (0,1) with uniform
pdf, the two numbers y; and yo given by

y1 =/ —2log(x) cos(2mz) , y2 = \/—2log(z)sin(27z) (2.3.8)

are sampled from two independent normal Gaussian distributions. This is the Box-Muller algorithm
to generate normal Gaussian random numbers, summarized in Alg. (1).

This basic form of the Box-Muller algorithm is typically (i. e., on standard CPUs) not the most
effective one, since the evaluation of the trigonometric functions is quite a slow operation. To
increase the computational efficiency of the algorithm it is however possible to completely avoid
the use of trigonometric functions: the pdf associated with the uniform probability inside the circle
of unit radius is (in polar coordinates)

rdrd¢ 9

= dr 5 (2.3.9)
hence by selecting with uniform probability a point inside the unit circle we are effectively selecting
an angle ¢ with uniform probability on [0, 27) and the number 7? with uniform probability on [0, 1).
To select a point inside the unit circle with uniform pdf we can select a point inside [—1, 1] x [-1, 1]
with uniform pdf, which is equivalent to generate two numbers 21, zo with uniform pdf in [—1, 1],
keeping only the selections for which the square distance S = z? + 22 from the origin is smaller
than 1. Using the points generated in this way we thus have the following facts

do
71_7

1. S = 2% + 23 is uniformly distributed in [0, 1)
2. the angle ¢ such that z; = v/S cos @, zo = V/S sin ¢ is uniformly distributed in [0, 27)
3. cos¢ = z1/v/S and sin ¢ = 2,/V/S.

In this way we obtain the polar form of the Box-Muller algorithm (see Alg. (2)), which requires
on average % ~ 1.27 iteration to exit from the first cycle, but does not use any trigonometric
function. The time required to generate 5 x 108 random Gaussian numbers using the polar form of
the Box-Muller algorithm is ~ 21.58s, while it is ~ 27.30s using the basic version of the Box-Muller
algorithm.

We close this section by explicitly noting that to sample a Gaussian pdf with average p and
standard deviation o one can use y = p + oz, where x is a normal Gaussian random variable, as
can be easily seen by using Eq. (2.3.1). Several other algorithms which generate normal Gaussian
pdf samples are discussed, e. g., in [8] §3.4.1.
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Figure 2.1: von Neumann accept/reject method: example with p(z) = ze™ and

c=2.

Algorithm 3 von Neuman accept reject method to sample the pdf p(x) using samples drawn from
the pdf g(x) such that cg(x) > p(x).
repeat
generate x; with pdf g(z)
generate y in [0, cg(x¢)] with uniform pdf
until p(z:) <y

2.4 The von Neumann accept/reject method

This method can be applied whenever we want to sample a pdf p(x) and we know how to sample
the pdf g(z) with cg(z) > p(x), see Fig. (2.1); note that by integrating the inequality cg(x) > p(z)
and using the normalization condition for a pdf we immediately get ¢ > 1.

The strategy to sample p(z) using samples drawn from g(z) is the following;:

1. select a value x; according to the pdf g(z)
2. select a number y in [0, cg(x¢)] using the uniform pdf
3. if y < p(a;) the trial number is accepted, else it is rejected and we go back to point 1.

Points 2. and 3. could be stated in a different but equivalent way by saying that we accept x; with
probability p(x:)/[cg(xy)].

It is simple to verify that the numbers generated using this algorithm are distributed with pdf
p(x), indeed the average probability of accepting the trial state generated in point 1. is given by
(remember that ¢ > 1)

1
(Pace) = /P(selecting x)P(accepting x)dz = /g(x) clfq((xx)) dx = = (2.4.1)
and the distribution of the accepted values is
. . (z)
P(selecting x)P(accepting x g(m)f P
( i ) _ TGl _ (2.4.2)

| P(selecting y)P(accepting y)dy 1/c

Since 1/c¢ is the average probability of accepting the trial state, ¢ is the average number of iterations
required by the algorithm to accept a trial state, and measures the efficiency of the algorithm: the
closer c¢ is to 1 the more efficient the algorithm is.

As a nontrivial example of application of the accept/reject method we discuss how to sample a
variable z € [—1, 1] with pdf p(xz) = Av1 — 22e7*, where v is a parameter and A is a normalization
constant whose value is fixed by imposing fil p(z)dx = 1. A possible algorithm to sample this
distribution uses the accept/reject method starting from an exponential distribution [11]. The
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distribution on [—1, 1] with pdf g(x) = Be", with B = v/(e” —e~7), can indeed be easily sampled
by the change of variable method: assuming z to be a variable with uniform pdf in [0, 1] and using
z(z=0) = —1 we get

x
B/ " da =z (2.4.3)
—1
hence
x = 1 log (e*”’ + lz) _! log (™7 +[e" —e7]z) . (2.4.4)
gl B gl

To apply the accept/reject method we now have to find a value ¢ such that cg(x) > p(z) for all
x values in [—1,1]. Since V1 — 22 < 1, it is sufficient to use ¢ = A/B and we can thus use the
following algorithm

1. generate z; with pdf g(z;) using the change of variable method

2. accept x; with probability ;((Ixtt)) = /1 — 22, i.e. generate a random number r in [0, 1] with

uniform probability and accept z; if r < \/1 — x2.

It should be intuitively clear that this algorithm becomes inefficient when v > 1, since in this case
g(x) is very peaked close to x = 1 but p(1) = 0, and it is thus very difficult for the trial state to
be accepted.

To be more quantitative we have to estimate A and thus c. We have
1 L 7 2 3
2= / V1—22e"dx L sin? fe °°s94g 2 %F (5> Ii(y) e 211 () » (2.4.5)
-1 0

where in the step (1) we used the change of variable z = cosf and in the step (2) we used the integral representation
of the modified Bessel functions of first kind (see Eq. 9.6.18 of [12])

(32)" T 0
I(z2)= —272 zcos05in2v 9de | 24.6
(=) VAl (v+3) /0 ‘ o (246)

which is valid for Rv > —1/2. Finally in step (3) we used I'(3/2) = /7/2 (see Eq. 6.1.9 of [12]). For v > 1 we can
use the approximate expression (see Eq. 9.7.1 of [12])

e

Ii(7) ~ , 2.4.7
1(7) N (2.4.7)
hence for v > 1 we find
A/ (2.4.8)
c=— 4/ — . 4.
B ™
A more efficient algorithm to sample p(z) when v > 1 is discussed in [13].
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Chapter 3

Markov Chain Monte Carlo

3.1 Markov chains: general properties

A Markov chain is a discrete time stochastic process, in which the probability of passing from the
state x at time ¢ = n to the state y at time ¢t = n+ 1 depends only on z,y, and n. In the following
we consider only stationary chains, in which case the transition probability is independent of time.
We denote by Q the set of all the possible states of the Markov chain, and in the following we will
assume () to be a finite set; for an analysis of the countably infinite case see, e. g., [2] §XV or [4]
§1.8, for the most general case see, e. g., [14] §5.8.

In a stationary Markov chain, we denote by Wy, = P(b — a) the probability for the system to
pass from the state b to the state a at any given time!. Some obvious properties of the matrix W,
which completely characterize the Markov chain, are the following:

1.0 < Waba
2. >, Wap =1 for every state b

The second property means that every state b will surely go somewhere in 2 at any step, and can
be rephrased by saying that any column of W must sum up to 1. A matrix that satisfies these two
requirements is usually called stochastic matrix. It is also convenient to introduce the probability
of passing from state b to state a in k steps of the Markov chain, which is given by

P(b— ain k steps) = Z Woae Wereo - Wer o= (WHF)ap . (3.1.1)

Cly.-5Ck—1

We note that it is simple to show that any power of a stochastic matrix is again a stochastic matrix:
if W is a stochastic matrix it is immediate to see that the elements of W™ are non negative, and
if we assume WP to be a stochastic matrix we have

DWW =S Wia(WH)ay =D (WH)a; =1, (3.1.2)
K3 (1% (03
hence also W**! is a stochastic matrix.

A Markov chain is said to be irreducible if for every couple of states a,b €  a k € N exists such
that (W¥),, > 0; if this is not the case the Markov chain is said to be reducible. It is possible to
represent any Markov chain by a graph: the states are the vertices of the graph, and two vertices
b and a are connected by an oriented edge going from b to a if Wy, > 0. The Markov chain
is irreducible if and only if, starting from any given vertex, we can reach any vertex (included
the starting one) by traveling along the graph following the oriented edges. If a Markov chain is
reducible then (at least) two disjoint subsets A and B of € exists such that all the states of A will

1Note that in the mathematical literature the different convention Wy, = P(b — a) is typically used.
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Figure 3.1: Examples of graphs associated with Markov chains.

never reach B during the evolution, hence we can order the states in such a way that the matrix

W has the block form
W= (#) . (3.1.3)

A sufficient condition for a Markov chain to be irreducible is obviously Wy, > 0 for any a, b.
For any state a of a Markov chain we define the set of its recurrence times by

R, = {k € N\ {0}|(W¥)4q > 0} . (3.1.4)

The meaning of this definition is the following: if at time ¢y = n the state of the Markov chain is
a, then the state at time t; = n + s > tg can be again a only if s € R,. The period of the state a,
denoted by T,, is the greatest common divisor of R,:

T, = GCD(R,) . (3.1.5)

so if k is not a multiple of T, we surely have (W*),, = 0; note however that not all the multiples
of T, are necessarily in R,. If all the states of a Markov chain have period equal to one, then the
chain is said to be aperiodic. A sufficient condition for a chain to be aperiodic is W,, > 0 for any
a, since in this case 1 € R, and thus 1 = GCD(R,) for any a.

Let us consider some examples of simple Markov chains.

(1 1/2
W = < 0 1/2 ) (3.1.6)
is associated with the graph in Fig. (3.1a), and the corresponding Markov chain is reducible,

since there is no way of passing from the state 1 to the state 2 in the evolution. Moreover
Ry =Ry =1{1,2,3,...}, and T} = T3 = 1, hence the Markov chain is aperiodic, which follow

also from the fact that W;; > 0
(0 12
W = ( 1 1/2 > (3.1.7)

e The matrix
is associated with the graph in Fig. (3.1b), and the corresponding Markov chain is irreducible,
since Wia = 1/2 > 0 and Wa; = 1 > 0 (alternatively, it is always possible to pass from 1 to
2 and viceversa in the graph). Ry = {2,3,4,...} and Ry = {1,2,3,...}, hence T} =T> =1
and the Markov chain is aperiodic (although Wi, = 0).

e The matrix
0 1
W = ( 1 0 > (3.1.8)

e The matrix
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is associated with the graph in Fig. (3.1c¢), and the corresponding Markov chain is irreducible,
since W3 =1 > 0 and Wy = 1 > 0 (alternatively, it is always possible to pass from 1 to
2 and viceversa in the graph). Ry = Ry = {2,4,6,...} and Ty = T, = 2, hence the Markov
chain is not aperiodic.

e The matrix

00100
10000

w=|[01000 (3.1.9)
0000 1
00010

is associated with the graph in Fig. (3.1d), and the corresponding Markov chain is reducible,
since the graph is disconnected and there is, e. g., no way of passing from site 1 to site 4
in any number of steps. R; = Ry = R3 = {3,6,9,...} and Ry = Rs = {2,4,6,...}, hence
Ty =T, =1T;5 =3, Ty = T5 = 2, and the Markov chain is not aperiodic.

Theorem 3.1.1. In an irreducible Markov chain all the states have the same period.

Proof. Let a,b € Q be states with period T, and 7T, respectively. Since the Markov chain is
irreducible, positive k1 and ko exist such that (Wkl)ab > (0 and (sz)ba > 0, hence in k = k1 + ko
steps it is possible to start from a, reach b and go back to a. In particular k € R,, hence k is
divisible by 7.

We can go from a to a also in other ways: in ks steps we go from a to b, then in n steps we go
from b to b and, finally, in k; steps we go from b to a:

PRLENY SN NP (3.1.10)

Since k +n € R, k4 n is divisible by T, but we have seen before that k is divisible by T}, hence
also n has to be divisible by T,. Since n is the length of a generic b — b path, it follows that Ty is
divisible by T,. By switching the roles of a and b we obtain analogously that T, is divisible by T5,
hence T, = Tp. O

Theorem 3.1.2. In an irreducible Markov chain of period T it is possible to decompose the con-
figuration space as Q@ = AgU---U Ap_y, where A, N Ay, =0 if n# m and if i € A, and Wj; >0,
then j € A(nt1) mod T-

Proof. Let us define the sets A,,, with n € {0,...,T — 1}, as follows:
A, ={j € Q| Ik such that k =n mod T and (W*);; > 0} . (3.1.11)

A, is thus the set of those states that can be reached, starting from the state 1, in a number of
steps that is congruent to n modulo 7. Since the Markov chain is irreducible we have Q = U, A,,,
moreover we can show that if n # m the intersection A, N A,, is empty. If this were not the case,
a j should exist such that (W*1);; > 0, (W*2);; > 0, with k; # ko mod T; however, since the
Markov chain is irreducible, a ¢ exists such that (W9);; > 0, hence k1 + ¢ € Ry and k2 + ¢ € Ry,
hence k1 + q and ks + ¢ are both divisible by T, from which it follows that k; — ks is divisible by
T, contradicting k1 # ko mod T

We have thus shown that the T" sets A, form a disjoint cover of Q. Let us now assume that
i € A, and Wj; > 0. Then, by the definition of A,, a k exists such that k¥ = n mod 7" and
(Wk)il > 0, but then

(Wk+1)j1 = Zij(Wk)ml > Wji(Wk)il >0 R (3112)

hence j € A(;41) moa 7 since (k+1) = (n+1) mod T. O

2We remind the reader that the notation a = b mod ¢ means that a — b is divisible by c.
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Corollary 3.1.1. If W is the matriz associated with an irreducible Markov chain of period T > 1,
then the Markov chain with matriz W7 is reducible.

Proof. Using the decomposition of the previous theorem we immediately see that applying W7 to
an element of A,, we can only obtain an element of A,, hence the corresponding Markov chain is
reducible. 0

Using the matrix

W= ( s ) (3.1.13)

we get an example of application of the previous corollary: the Markov chain associated with W
is irreducible and of period 2. The matrix W?2 is the identity, which corresponds to a reducible
Markov chain.

We now recall some elementary facts about greatest common divisors which are needed to prove the following
theorem.

Lemma 3.1.1. If a = c mod b then GCD(a,b) = GCD(b,c).

Proof. By hypothesis we have a = ¢ 4+ nb for some n € Z, hence if d divides b and c it also divides a. Moreover,
from ¢ = a — nb we see that if d divides a and b it also divides c. Hence

{divisors of a,b} = {divisors of b,c} , (3.1.14)
and in particular GCD(a, b) = GCD(b, c). |

Using the previous lemma we get Eulcid’s algorithm for the computation of GCD(a,b). Let us assume that
a > b, then we can write a = bg1 + r1, with 0 < r1 < b, hence a = 71 mod b and by Lemma 3.1.1 we have
GCD(a,b) = GCD(b,r1). We can now go on by writing b = r1g2 + r2, with 0 < r2 < r1, hence b = r1 mod r2 and
GCD(b,r1) = GCD(r1,72), and so on, until we find r, = 0. In this way we get

GCD(a,b) = GCD(b,r1) = GCD(r1,r2) = --- = GCD(rg-1,0) = rp—1 . (3.1.15)

At each iteration of the Euclid’s algorithm the remainder is a linear combination with integer coefficients of a, b:
in the first iteration r1 = a — bg1, in the second iteration r2 = b — r1g2 = b — (a — bq1)g2, and using the general
relation rp42 = Tn — @n417Tn+1 it is immediate to prove the result by induction. From this fact it follows that
GCD(a, b) can be written as a linear combination with integer coefficients of a and b, a fact that is known under
the name of Bezout identity.

Using the fact that GCD(a,b,¢) = GCD(a, GCD(b,c)) it is possible to prove by induction that the Bezout
identity can be generalized: given a set S C N, the greatest common divisor of S, GCD(S), can be written as a
linear combination with integer coefficients of a finite number r of elements of S, i. e.

T
GCD(S) = tisi, si€S, ti€L. (3.1.16)
=1

Lemma 3.1.2. Let A C N be a set such that GCD(A) =1 and if a,8 € A then o+ 3 € A. Then a number N
ezists such that if n € N and n > N then n € A.

Proof. By the Bezout identity we know that we can chose r elements a; € A and r integer numbers t; such that
s
D aiti=1. (3.1.17)
i=1

Let us define ¢ = max |t;| and @ = Y_]_; a;. A generic integer number n can then be written in the form n = ka + s,
with 0 < s < a, and we can rewrite n as follows

r

s T ™
n==ka-+s= Zkai +s= Zkai + sZaiti = Z(k + st;)a; . (3.1.18)
i=1 i=1 i=1

=1

From this expression we see that, if k > at, the number n is a linear combination with integer and non negative
coefficients of the numbers a;, hence by the properties of A we have n € A if n > a?t. O

Theorem 3.1.3. For an irreducible aperiodic Markov chain a value N exists such that (W™);; > 0 for every
i,7 € Qifn>N.
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Proof. Tt is sufficient to show that if m > m then (W™);; > 0 for every i € £, since from the fact that the Markov
chain is irreducible it follows that for every 4,j € Q a k;; exists such that (Wkis )ij > 0, and hence

(WmHkis )5 = S (W™ 0 (W) oy > (W) (Whis )5 > 0. (3.1.19)

We can thus choose N = m + max;; k;; (we are obviously using the fact that  is a finite set).
Let us now show that for large enough m we have (W™);; > 0 for every 4. For this purpose it is sufficient to
show that the set R; of the return times of i € Q) satisfies the hypotheses of the Lemma 3.1.2: if n,m € R; then

(W™ =S (W)ia(W™)ai = (W™)i(W™)is > 0, (3.1.20)

hence n + m € R;, moreover GCD(R;) = 1 since the Markov chain is aperiodic. Using once again the fact that Q
is a finite set we can thus find a ™ such that (W™);; > 0 for every ¢ if m > m. O

3.2 Markov chains: spectral and ergodic properties

If we consider an ensemble of Markov chains we can introduce the probability p, to be, at a given
time, in the state a € €0, and study how this probability depends on the time of the Markov chain.
If pgk) is the probability of finding the state a at time k, we have the evolution equation

p =3 Waapl® (3.2.1)

and it is meaningful to investigate what happens when k — co. In particular, we want to investigate
whether a pdf m, exists such that m, = limy_,o p((lk). If such a pdf exists, by performing the limit
for k — oo in Eq. (3.2.1) we get m, = Za WhaTa, hence 7, has to be an eigenvector of W with
eigenvalue 1. To study this topic it is thus useful to investigate the spectrum of the matrix W
associated with the Markov chain, and we will obtain a particular case of the Perron-Frobenius
theorem (for the general case, which is valid for general non negative matrices, see [15] §XIII).

Theorem 3.2.1. A stochastic matriz W has A = 1 as one of its eigenvalues.

Proof. The condition ) Wy, = 1 of the stochastic matrix can be rewritten as ) (Wap — dap) = 0
for every b, hence the rows of the matrix W — I are linearly dependent, thus det(W — I) = 0 and
A =1 1is an eigenvalue of W. O

Theorem 3.2.2. If A\ is an eigenvalue of a stochastic matriz then |A| < 1.

Proof. Let v, be the eigenvector corresponding to the eigenvalue A, hence >, Wapvp = Av,. Since
Wap > 0 we have

[Allva] = [Ava| =

Z Wapvp
b

< Wans| =D Waplw| (3.2.2)
b b

and using ), Wa, = 1 we get

Al Z |val| < ZWab|Ub\ = Z vp| 5 (3.2.3)
a ab b

thus finally |A] < 1. O

Theorem 3.2.3. Ifv, is an eigenvector with eigenvalue X\ # 1 of a stochastic matriz then we have

> Va =0.

Proof. From Avg = >, Wapvp and >, Wap = 1 we get AY " v, = Y, vp, and since A # 1 we
conclude that ) v, = 0. a
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Theorem 3.2.4. If W is the stochastic matriz associated with an irreducible Markov chain and v,
is an eigenvector of W with eigenvalue 1, then all the components of v, have the same sign (i. e.,
Vg > 0 for every a € Q or v, <0 for every a € Q).

Proof. Since Wy, € R we can assume without loss of generality that v, € R, moreover it is
convenient to introduce the operator M defined by

1
M:ﬁ(W+W2+~~-+W”). (3.2.4)

Obviously M;; > 0, and we have seen before that the power of a stochastic matrix is a stochastic
matrix, hence also M is a stochastic matrix, and since the Markov chain associated with W is
irreducible (and {2 is finite), we can assume n to be large enough for M;; to be strictly positive for
any i, j: M;; > 6 > 0. Since v, = ), Wiavp we also have v, = Y, Mapvp.

Let us now introduce the notations

v} =max{v,,0} , v, =max{-v,,0}, a=min {Z v?‘,Zv;} . (3.2.5)
i i

+

Obviously v, = v, — v, and we have

(Mot); = ZMijUj > 5Zv;r >ad , (3.2.6)
; -

J

and analogously (Mv™); > ad, so

lel = ZI(MU)iI = ZI(MWW — (Mv7)il =Y [(MvT); —ad +ad — (Mv™),| <

(2

(3.2.7)

< Z |(Muvt); — ad| + Z [(Mv™); —ad| = > (Muv*); + Z(Mﬂi —2Nas

K3

where the last equality follows from the fact (Mv*); > o, and we denoted by N the number of
elements of Q. Using >, M;; = 1 we thus get

Z |’UZ" < ZMM’U; + ZMZ‘]‘U; —2Nad =
[ 17 7

=> vl +> vy —2Nad =) |v;| —2Nad ,
J i i

(3.2.8)

from which we conclude that o = 0 and we can thus assume (up to a global sign) v, > 0 for any
a € Q. We conclude by noting that

Vg = (Mv), = ZMajvj > 5211]- >0 (3.2.9)
J J
since § > 0, and Zj v; = 0 would imply v; = 0 for every j € €2, since v, > 0. O

Theorem 3.2.5. If W is the stochastic matrix associated with an irreducible Markov chain the
eigenvalue A =1 of W is non degenerate.

Proof. Let us assume that v and v’ are two different eigenvectors of W with eigenvalue 1. By the
previous theorem we can assume v, > 0 and v}, > 0 for every a € 2, and we can normalize them

in such a way that > v, = >, v, = 1. We now introduce w, = v, — v,,, which is still another
eigenvector of W with eigenvalue 1. By the previous theorem we have w, > 0 for all a € Q or
we < 0 for all @ € Q, but this is in contradiction with Y w, =", va — >, v, = 0. O
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The previous two theorems are finite dimensional analogues of the fact that in quantum me-
chanics the ground state is always non degenerate and its wave function can be chosen to be
positive definite, see, e. g., [16] §15.4 for a sketch of the proof, or [17] §3.3.3, [18] §10.5 for more
details.

Theorem 3.2.6. If W is the stochastic matriz associated with an irreducible and aperiodic Markov
chain and X\ # 1 is an eigenvector of W, then |\| < 1.

Proof. We know from Theorem. 3.2.2 that |A| < 1 and let us assume that |A\| = 1, i. e., A = €% for
some 6 € R. If we denote by w, the eigenvector associated with )\, we can write w, = r,e*%, with
re > 0and ) 7, = 1, and the eigenvalue equation Aw, = >, Wapw, becomes

rae Tl =N " Wemy e (3.2.10)
b

Multiplying this equation by e~ “?*+f) and summing on a we get

> Waprpe® == =1 (3.2.11)
ab

Since Wapry, > 0and ), Wapry = >, 7 = 1, the previous equation implies that efp—0a—0) — 1
for every a,b € Q such that Wy,r, > 0. If r, = 0 we can chose arbitrarily the angle 6, hence we
can assume the stronger condition

0 =0a=9) — 1 for every a, b such that W, > 0 . (3.2.12)

When used in Eq. (3.2.10) this relation shows that the vector r, is an eigenvector of W with
eigenvalue 1, hence, in particular, r, > 0 for any a € Q by Theorem 3.2.4, since the Markov chain
is irreducible. Due to the irreducibility, Eq. (3.2.12) determines all the 6, values once 1 = 0 has
been arbitrarily fixed.

For any k such that (W¥)1; > 0 (i. e., k € Ry, and Ry # 0 since the Markov chain is irreducible),
k elements aq,...,ar €  exist such that

W1a1 Walaz e Wakl >0 5 (3213)

and Eq. (3.2.12) implies

1 — 67,'(9,11 79179)67;(9(1279@179) . 6’L’(9179a1C 79) — efike , (3214)

hence k6 is an integer multiple of 27, and we can assume ¢ = 27« for some « = %, with n and
d positive, relatively prime, and n < d. Since the previous property is true for any k € R, we
must have k;a € Z for any k; € Ry, hence d must be a divisor of any k; € R;. Since the chain is

aperiodic we have GCD(R;) = 1, thus d = 1 and 6 = 0, which gives A = 1. O

Summarizing, we have shown that for the stochastic matrix W corresponding to an aperiodic
and irreducible Markov chain the following fundamental facts are true

1) all the eigenvalues A # 1 satisfy [A\| <1
2) A =11is a non degenerate eigenvalue and, with an appropriate choice of sign, all the compo-
nents of the corresponding eigenvector are strictly positive

These points can be rephrased by saying that any aperiodic and irreducible Markov chain has a
unique invariant probability density function, that we will denote by 7, and 7, is strictly positive
for any a € Q. These fundamental facts will now be used to discuss the large-k behavior of the
quantity (W¥p), where p, is pdf on Q.

Sometimes it can be useful to note that the previous implications also work in the opposite
direction. If W is the stochastic matrix associated with a Markov chain, and A = 1 is a nondegen-
erate eigenvalue of W, then the Markov chain is irreducible, indeed for a reducible Markov chain
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we can find at least two irreducible sub-chains, each one with its own A = 1 eigenvalue, and A = 1
is thus a degenerate eigenvalue of the original chain. If moreover all the eigenvalues of W different
from A = 1 satisfy |\| < 1, then the Markov chain is also aperiodic. This is true since, by slightly
modifying the proof of theorem 3.2.6, it can be shown that if an irreducible Markov chain has
period T, then in the spectrum of W the T-th roots of the identity are present.

Note that we have investigated the spectrum of the stochastic matrix W associated with a
Markov chain, but in general stochastic matrices are not diagonalizable (even for irreducible and
aperiodic Markov chains). An explicit example is provided by

1 2 21
2 1 3

It is easily seen that this matrix has eigenvalues 1 and 1/5, with algebraic degeneracy 1 and 2,
respectively, but a single eigenvector corresponds to the eigenvalue 1/5 (the vector %(1, 0,-1)),

hence this matrix is nondiagonalizable, and its Jordan canonical form is

1 0 0
My=|0 1/5 1 |. (3.2.16)
0 0 1/5

To study the large-k behavior of (W¥p), = >, (W")aps, where W is associated with an
irreducible and aperiodic Markov chain, let us start by considering the simpler case in which the
matrix W can be diagonalized. In this case we can expand the vector p, on an eigenbasis of W,
hence

Do = C1Tq + Z cjv(gj) , (3.2.17)

j>1
where 7, is the unique invariant pdf of the Markov chain and vt(lj ) is the j-th eigenvector with
j > 1, associated with an eigenvalue of absolute value smaller than 1. The pdf p, and the invariant

pdf 7, are normalized by Y, ps = Y., To = 1, while for the eigenvectors v((lj ) with 7 > 0 we have

> v = 0 due to Theorem 3.2.3, and we can assume Yo |v,(1j)| = 1. We thus get

L=> pa=c1) Tat ) (CjZ%”) =, (3.2.18)

7>1 a
and thus ‘
Pa=Ta+»_cioi) . (3.2.19)
j>1
Applying W* to this equation we get
(W*p)a =m0 + Y e;Njol?) (3.2.20)
j>1

and we can introduce 0 < A = max;~1 |\;| < 1 to estimate the convergence rate of (W*p), to 7,
as follows

DW= mal =3 D edjud?| <3 D IAlellvg| <

a |j>1 a j>1 (3.2.21)
<A e Y 0 =AY el
j>1 a j>1
where in the last step we used the normalization ), |v((zj )| = 1. Introducing the notation A =
> j>1 lej| we have thus
D [(Wp)a — ma| < ANF = Aeklo5™) | (3.2.22)
a
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which, by introducing the exponential autocorrelation time 7eyxp > 0 defined by

1 1
o = — = , 3.2.23
Texp log(A) log max;~1 |\ ( )
can finally be written in the form
D W)y — ma| < Ae™H/Texw (3.2.24)

The quantities (W¥p), thus converge exponentially fast in k to 7,, and the typical timescale is set
by the largest value of |A;| smaller than 1.

If the matrix W associated with the irreducible and aperiodic Markov chain is non diagonaliz-
able we need to slightly modify the previous discussion. A possible way to investigate the problem
in this case is to use the basis in which W assumes its Jordan canonical form. In this basis W is a
block diagonal matrix, with a single unidimensional block with 1 on its diagonal, and blocks with
|A| < 1, which can be of the following two forms:

A1 0 0 0 A0 0 0O
0O A 1 0 0 0 A 0 0O
Byx=1o0 o ol Dyx=|00 . 0 0 (3.2.25)
00 0 A 1 00 0 X O
00 0 0 A 0 0 0 0 A
It is immediate to verify by induction that
Ak O 0
0O XN kK 0 O
Bi=X"11 00 . o |- (3.2.26)
00 0 X &k
00 0 0 A

hence limy,_ o B’; — 0 and obviously also limy_, D’; — 0. We thus see that limy_,oo W* = Py,
where P; is the projector on the eigenspace corresponding to the eigenvalue A = 1. Given any
pdf p, on Q we thus have limy_,o(W¥*p), = anm,, and by summing on a we see that a = 1.
The estimate of the convergence rate of (W*p), to m, changes in the nondiagonalizable case only
(possibly) by logarithmic corrections®, becoming

ST {(WEp)a — ma| < CAPL(k +A) | (3.2.27)

where A has the same meaning as before, hence (using A < 1)

D W)y — ma| < C(k + 1)e”*=D/Texe (3.2.28)

Note that for large k we have asymptotically
e R/ Texe < (4 1)e” k=D /T < o=k/(Texpte) (3.2.29)

for any ¢ > 0, so the nondiagonalizability of W does not significantly affects the asymptotic
convergence rate.

3This happens if the largest value of |A;| smaller then 1 corresponds to a non-diagonal Jordan block.
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3.3 Sampling a pdf using Markov chains

We have seen in the previous section that in an irreducible and aperiodic Markov chain, given any
initial pdf p,, the late time distribution (W¥p), approaches the unique invariant pdf 7, of the
Markov chain. In particular, we can start from the completely deterministic initial distribution
Pa = O, which means that at time ¢ = 0 the state of the Markov chain is b, and generate
new states according to the transition probabilities of the Markov chain: the states in 2 will be
asymptotically visited, during the evolution, with pdf m,. This method to sample the pdf =, is
known as the Markov Chain Monte Carlo method (MCMC for short). Note that this method
differs in an important aspect from the methods discussed in Chap. 2: in this case the draws are
not independent.

In the present section we address the following problem: given a probability distribution func-
tion 7., can we build an aperiodic and irreducible Markov chain whose invariant pdf is 7,7 We
thus want to find a way of constructing an aperiodic and irreducible Markov chain whose associated
stochastic matrix W satisfies

Ta=» Wam, (3.3.1)
b

where now 7, is a preassigned pdf, and the unknowns are the matrix elements W;. In this context
the previous equation is usually known as the “balance equation”, and it should be clear that, in
general, this equation does not uniquely determine the matrix W: a stochastic N x N matrix
has N2 — N independent elements (since there are N constraints Y, W, = 1) and the balance
equation adds N constraints, thus leaving N2 — 2N degrees of freedom.

The balance equation can be rewritten, using >, Wy, = 1, in the form

> Wiama =Y Warm (3.3.2)
b b

and by subtracting W,,m, on both the sides we get

Z WhaTa = Z Wapms . (333)

b#a b#a

The left hand side of this equation gives the average probability of leaving the state a: if at time
t we have a probability 7, of being in the state a, the probability that the state at time ¢t + 1
is different from a is >, ~q WeaTa. The right hand side of the previous equation is instead the
average probability of reaching the site a: if we have a probability 7, of being in b # a at time ¢,
the probability that the state at time t +1is a is ), £a Wapmp. The balance equation can thus
be interpreted as an equilibrium condition between the probabilities of leaving and of reaching the
generic state a.

The balance equation is the necessary condition that must be satisfied for 7, to be the invariant
pdf of the Markov chain associated with the stochastic matrix W. Since this condition leaves much
freedom in the choice of W, it is customary to impose a much stronger requirement, known as the
“detailed balance condition”:

Wiame = Wapm,  for any a,b e Q . (3.3.4)

By summing on b the detailed balance condition, and using ), Wi, = 1, we immediately recover
the balance condition. The balance condition ensures that, for any state a € (2, the average
probability of leaving the state a is the same as the average probability of reaching the state a.
The detailed balance condition ensures instead that the average probability of the transition a — b
is the same as the average probability of the transition b — a for any a,b € Q.

Lemma 3.3.1. If the matriz W is associated with an irreducible Markov chain and satisfies the detailed balance
condition, then W is diagonalizable.
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Algorithm 4 Metropolis algorithm to generate a Markov chain which satisfies the detailed balance
condition with pdf =, (F(z) = min(1,z) or F(z) = /(1 + x)).
loop
a is the present state of the Markov chain
select b with probability Ay, = Agp
draw a random number in [0,1) with uniform pdf
if r < F(mp/m,) then
the next state of the Markov chain is b
else
the next state of the Markov chain is a
end if
end loop

Proof. if w4 is the invariant distribution of an irreducible Markov chain we have seen in Theorem 3.2.4 that w4 > 0
for any a € €2, hence we can introduce the scalar product

(v,u) = Zﬂ'a’vaua , (3.3.5)
a
and we have
(v, *Wu) = ZwavaWbaub = Zﬂ'bWabva“b = ('Wo,u) , (3.3.6)
ab ab

hence !W is Hermitian with respect to the scalar product ( , ), and thus diagonalizable. As a consequence also W
is diagonalizable. O

In the following subsections we discuss two algorithms to build a Markov chain which satisfies
the detailed balance condition with respect to a given pdf .

3.3.1 The Metropolis(-Hastings) algorithm

The idea of the Metropolis algorithm [19] is somehow similar to that of the von Neumann ac-
cept/reject method discussed in Sec. 2.4: we start from a Markov chain with transition matrix
Apq, which does not have m, as invariant pdf, and introduce a correction step to generate a
Markov chain for which 7, is an invariant distribution. Note that the final Markov chain is not
automatically irreducible and aperiodic; these properties has to be verified a posteriori.

The starting point is thus the stochastic matrix Ap,, which is used to generate a trial state
b starting from the state a at time ¢, and it is assumed to be a symmetric matrix (Aqp = Apa).
The state b is then accepted or rejected with an acceptance probability of the form F(m,/m,) if
b # a, where 0 < F(z) < 1 is a function to be determined, while it is always accepted if b = a. If
b is accepted, the state at time ¢ + 1 is b, otherwise the state remains a. The complete transition
probabilities are thus

Wia = ApoF (””) ifb+4a,

Ta
- (3.3.7)
Waa = Aga+ Y Aza (1 —F (W)> .
z#a @

Note that the state at time ¢ 4+ 1 can be a for two different reasons: either the state a has been
selected by the Markov chain associated with the matrix A, and thus surely accepted, or a state
z # a has been selected and rejected. It is immediate to show that W is a stochastic matrix:
clearly Wy, > 0, moreover

zbjwba =" Ay F (?) + A+ Y A (1 —F <:>> = %:Aba 1. (3.3.8)

b#a z#a
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Algorithm 5 Metropolis-Hastings algorithm to generate a Markov chain which satisfies the de-
tailed balance condition with pdf 7, (F(2) = min(1,z) or F(z) = z/(1 4+ x)).
loop
a is the present state of the Markov chain
select b with probability Ay,
draw a random number in [0,1) with uniform pdf
if r < F[(Aabﬂ'b)/(Abaﬂ'a)] then
the next state of the Markov chain is b
else
the next state of the Markov chain is a
end if
end loop

The detailed balance condition Wypm, = Wy, is trivially satisfied if b = a, while for b # a it

becomes
A F (”“) T = Apa F (”b) T - (3.3.9)
iy

Th a

Using the symmetry of A we thus obtain for F'(x) the functional equation
F(z)=xzF(1/x) . (3.3.10)

This equation has infinite solutions, but the two that are most commonly used are Fj(z) =
min(1,z) and Fp(x) = ;. These functions can be easily shown to be solutions of the above
functional equation, indeed

o (3) e (1) = {20 SO TR S ea

xF2<1) Ve _ 1 g, (3.3.12)

z)  "T+i/z 1+z

and

Putting everything together we thus obtain the algorithm Alg. (4), and the accept/reject step
is often called Metropolis step or Metropolis filter. As already noted, the Metropolis algorithm
generates a Markov chain which leaves invariant the pdf 7,, however we also have to check (using
the specific form of the matrix A, and of the function F') that the Markov chain generated in
this way is irreducible and aperiodic, in order to be sure that (W*p), converges to m, for large k
values.

Nonsymmetric selection probabilities Ay, can also be used, however in this case the previous
algorithm has to be slightly modified: the acceptance probability to be used in the accept/reject

step becomes
Aq
F ( m’) (3.3.13)

Abaﬂ-a

instead of F(m/7m,). In this case the algorithm is called Metropolis-Hastings algorithm [20], and
it is summarized in Alg. (5).

It is worth noting a peculiarity of the Metropolis(-Hastings) algorithm: the acceptance prob-
ability depends only on the ratio m,/7,, hence it is independent of the normalization of the pdf
m,. If this were not the case, this algorithm would be useless in statistical mechanics, since the
computation of the normalization of the Gibbs distribution (i. e., the partition function) is as
difficult as any other computation.

We now consider a simple example to illustrate the use of the Metropolis algorithm. Let f(x)
be a strictly positive (f(xz) > 0 for any x) and integrable function, like, e. g., a Gaussian, and
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define the pdf w(x) by
f(=)
+o0 :
S fy)dy
If we want to sample the pdf m(x) a possible strategy is the following: given an arbitrary x (the
initial state of the Markov chain) and a value § > 0, we can build a Markov chain as follows:

() = (3.3.14)

loop
xy is the present state of the Markov chain
select T € (x — d, xx + 0) with uniform pdf
select r € [0,1) with uniform pdf
if » <min[l, f(Z)/f(x)] then

Tht1 =T
else
Tp+1 = Tk
end if
end loop
The selection probability is
_ ) 1/(20) if |z —y[<d
Ay = { 0 elsewhere ' (3.3.15)

and is clearly symmetric. Since f(x) > 0 it is possible to reach any point in a finite number of
steps, hence the chain is irreducible, moreover it is possible to select £ = xj, hence the chain is
aperiodic®. In this way, after a number of iterations that is large with respect to Teyp, this algorithm
asymptotically sample the pdf m(x). This is true for any value of the parameter §, however the
numerical efficiency of the algorithm is not independent of §, as we will discuss in Chap. 4. In
particular Teyp does depend on 6.

It is possible to slightly improve the algorithm to sample 7 (z) which we have just seen, in order
to make it faster on typical CPUs. For this purpose we can substitute the block

select r € [0, 1) with uniform pdf
if » <min[l, f(Z)/f(z)] then

Tpy1 =2
else

Tk4+1 = Tk
end if

with the theoretically equivalent

y = f(x)/f ()

if y > 1 then
Tpy1 =2
else

select r € [0, 1) with uniform pdf
if » <min[l,y] then

Tk+1 = T
else
Te4+1 = Tk
end if
end if

which is generically faster, since if y > 1 we do not need to extract a random number, an operation
that is typically much slower than an if-else control.

4These sentences would obviously require more care, since single points have zero measure. From the operative
point of view, R is represented on any physical CPU by a large but finite number of points, so this problem does
not exist.
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3.3.2 The heat-bath algorithm

We now discuss a different way of generating a Markov chain with preassigned invariant pdf, which
can be applied whenever the state of the system is itself a set of several independent numbers which
characterize some properties of the system (natural examples are positions and momenta of the
particles in classical statistical mechanics). For reason that will become obvious this method is
called heat-bath in the physics literature, or Gibbs sampler in mathematics and statistics.

Let us denote the state of the system by the couple (a, ), where a is one of the numbers which
characterize the state (e. g. the position of one of the particles) and « collectively denotes all the
other numbers needed to uniquely specify the state. The conditional probability of a given « is

(a,0)

P Tara)

which is independent of the absolute normalization of the pdf 7(a, «). The elementary step of the
heath-bath algorithm consists in generating the new state (b, 8) with probability

P(ala) = (3.3.16)

Wib,8)(a.0) = dapP(bla) , (3.3.17)

hence only the variable a is modified, sampling the conditional probability at fixed «, something
that is assumed to be feasible. The name of the algorithm is due to the fact that the part « of the
state acts as a heat-bath for the single variable a. Note that the heat-bath algorithm differs from
the Metropolis(-Hastings) in one important aspect: there is no rejection.

Let us verify that the transition probability W defined in this way satisfies the detailed balance
principle with respect to m(, ). We have indeed

T(b,a) T (a,a)
Zb/ (b )

T(a,8)T(b,8)
- - - Wb,,é’ a,a)T(a,a) >
S T B) (b,8)(a,a) "t (a,0)

Wb.8)(a,0)T(a,0) = 0apP(b]Q)T(q,0) = dap
(3.3.18)
Wia,0)(0,8)T(b,8) = 9paL(alB)T1,5) = dsa

where the last equality is due to the presence of 3.

The Markov chain generated by the heat-bath algorithm is aperiodic since there is a nontrivial
possibility of remaining in the same state®. By randomly selecting at each iteration the number a
to be updated, the Markov chain also becomes irreducible, and still satisfies the detailed balance
condition (see the next subsection for more details on this point).

As a simple example of application of the heat-bath method let us consider a system whose
state is a vector of N real numbers x1, ..., 2y, and suppose that we want to sample the pdf

m(x1,...,TN) X €xXp (HI?) . (3.3.19)

If we denote by a:gk), e ,xg\];) the state of the system at the k-th iteration, a MCMC heat-bath
algorithm to sample 7(z1,...,zy) is the following

1. select ¢ € {1,..., N} with uniform pdf
2. x§k+1) = x§k) if j # i, while xEkH) is generated by using the Box-Muller method (see Sec. 2.3)

to sample the Gaussian
T _ Ag? k
V7 A A=) (3.3.20)
i

50nce again, for continuous distribution this would require more care.
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3.3.3 Composition of Markov chains

Let us assume to have two different Markov chains, associated with the matrices W) and W3,
For any 0 < o < 1 we can define the new matrix W by

Wy = W) + (1 — )W . (3.3.21)

Clearly W, > 0, moreover
SWa=a) W+a-a)Y w=a+1-a=1, (3.3.22)

hence W defined in this way is a stochastic matrix, which corresponds to the Markov chain whose
elementary step is given by the following two operations

1. select r € [0,1) with uniform pdf,
2. if r < o apply W) else W3,

The case @ = 1/2 obviously corresponds to the case in which WO and W are selected randomly
and with the same probability at each step.

It should be clear that if 0 < o < 1 and at least one between W) and W) is an irreducible
aperiodic Markov chain, then W is an irreducible aperiodic Markov chain, since we have a finite
probability of always selecting W) or W) in step 2. above. The same is true if, e. g., W) is
irreducible and W) is aperiodic. It is also immediate to verify that if W) and W satisfy the
balance or the detailed balance condition, then the same is true for W.

Let us consider a different way in which two Markov chain can be composed: we can define W
by

Wap = (WEAWWL), j{:LV’”LV(l , (3.3.23)

and the elementary step of the associated Markov cham is

1. apply W
2. apply W® .

In this case the two Markov chain are not stochastically “mixed”, but executed sequentially.

It is immediate to see that if W) and W) satisfy the balance condition with respect to the
pdf 7 then also W does the same, however if W) and W) satisfy the detailed balance condition
it is not generically true that W does the same. Indeed we have (in the equality (1) we use the
detailed balance condition for W)

Wapmy = ZW(Q)W Do, & ZW<2>W Ve

(3.3.24)
MW:ZW%WQ ZW%W%,

and there is in general no reason for the two expression to coincide. Since the condition that is
really necessary to ensure the validity of the MCMC algorithm is the balance condition, this is
typically not a problem, however it is something to keep in mind if for some reason detailed balance
is needed.

Even if W) and W) are associated with irreducible and aperiodic Markov chains, the com-
position W = W@ W can be associated with a reducible Markov chain, as can be explicitly seen
in the following example from [21]

00 1/2 01 0
wh=1 0 o0 , w@=(0 0 1/2 |, (3.3.25)
0 1 1/2 10 1/2
1 0 0
wOWwL = 0 1/2 1/4 | . (3.3.26)
0 1/2 3/4

35



W@ and W® are irreducible and aperiodic, but W@ W is clearly reducible. A sufﬁpient, but
quite difficult to realize, condition for W to be aperiodic and irreducible is clearly Wéz) > 0 for
any a,b € Q and for ¢ =1, 2.
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Chapter 4

Data analysis for MCMC

We have seen in Sec. 3.2 that if a stochastic matrix W is associated with an irreducible and
aperiodic Markov chain and p, is any pdf on the state space (), we have

ST WEp)g — o] < AeTH/ e (4.0.1)
a€N

where 7, is the (unique) invariant pdf of the Markov chain.
If FF: Q2 — R is a bounded function, and we are interested in computing the average value

= Z F(a)ﬂ'a , (402)

a€ef)

we can estimate (F') by using
N
— 1
i=1

where z; are the IV states obtained by evolving the Markov chain associated to W, starting from a
generic initial state xq. To verify that this is a reliable prescription, let us compute (F'),, where we
denote by ( )¢ the average on the possible samples, i. e., the possible statistical outcomes of the
Markov chain evolution; in { ), the i-th draw of the sample is thus averaged with weight (Wip),.
If we introduce the notation (W*p), = m, + R and use Eq. (4.0.1) and |F(a)| < M for any
a € ), we get

N N
_ 1 j
), Ea F _ | = Fla)RY)| <
@)= nl =523 N2 2 ]S
; a x =La N (4.0.4)
1 M AM i/r
NZZW a)| |[RY) ﬁZZ'RW < > e e
i=1 acf) i=1 aeQ =1
Moreover we have
N y [e%s) y e—l/'rexp
Ze i Texp < Ze = (4.0.5)
=1 =1
hence, finally,
_ AM e VTexp
Fys—(F) < . 4.0.6
(F)e = (P < S (4.0.6)

We thus see that F is a biased estimator for (F), with a bias that vanishes as 1/N in the large
sample limit.
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To speed up the convergence of F' to (F) it is customary, in Monte Carlo simulations, to discard
the first Nyn & few 7Toxp steps generated by the Markov Chain, which are the ones needed for the
system to “thermalize”. In this way the previous bound becomes

N
— AM . AMe~ Nen+1)/Texp
F s — < — —1/Texp < )
|< > < >| - N — Nth : : € >~ (N — Nth)(]- B e—l/TeXp)

i=Ngh41

(4.0.7)

It is important to note that this thermalization removal procedure is very useful in practice,
however it is not needed from the purely theoretical point of view, nor it is really conclusive, since
a significantly smaller but nonvanishing 1/N bias remains. The fundamental point to stress is
however that a bias O(1/N) is negligible with respect to the Monte Carlo statistical error, which
approach zero as O(1/v/'N).

The 1/ V/N scaling of the statistical error should at this point sound reasonable, but it can not
be obtained from the simplest form of the Central Limit Theorem discussed in Sec. 1.1, since that
form assumed the draws to be independent, which is not the case for draws generated by using a
Markov chain. The effect of autocorrelation is discussed in the next section.

4.1 Coping with autocorrelations in MCMC

4.1.1 The integrated autocorrelation time(s)

Due to the presence of autocorrelations, we can not use the simple expression Eq. (1.1.8) for the

variance O’% of the sample average F. We have to start again from the basic definition of a%:
1 & ’
(@), = (3 re- ) ) -
= : (4.1.1)

1Y : I+
= <<NZ<F(xi>— <F>>> > = 3z 2 (OF6F;).

i,j=1

where in the last step we introduced the notation 0F; = F(z;) — (F') and the average ( ) is
computed with respect to the invariant pdf of the Markov chain.

Let us introduce 0% = (F?)—(F)?2, which for N large enough coincides with 3. = (F2)s— (F)2.
For independent draws we would have

(independent draws) (6F; 6F})s = 0%:6i5 (4.1.2)

and Eq. (1.1.8) would follow. In the general case it is convenient to introduce the autocorrelation

function of F' by
(0F; 0F;)s

Cr(i,j) = —5", (4.1.3)
OF
SO we can rewrite O’% in the form
o2 N
0% = N—P; > Crli,j) - (4.1.4)
i,j=1

It is now convenient to discuss some properties of the autocorrelation function Cg(4,j) in the
post-thermalization regime i, j > Texp, in which we can neglect the exponential corrections to the
asymptotic pdf m,. We have by definition

Cr(iyi)=1, (4.1.5)
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and from

20F;0F; = (6F;)* + (6F;)? — (6F; — 6F;)* = —(6F;)* — (6F;)* + (6F; + 0F;)? (4.1.6)
we get (using ((6F;)?)s = ((0F;)?)s for 4,7 >> Texp)
—((0F)?)s < (0F; 0F})s < ((0F))*)s , (4.1.7)
hence
-1<Cp(i,j)<1. (4.1.8)

If we denote by z the state of the Markov chain at ¢ = 0 and assume ¢ > j, the probability of
having state a at time t = j and state b at time ¢ = 1 is,

(W )pa(W)az = (W )yoma + (W) R =~ (W )pamy (4.1.9)
where in the last step we assumed once again j > 7oxp and neglected the exponentially small
correction due to Rff ), Using this expression in the autocorrelation function we have

.o 1 1 i—j . .
Crli4) = L (OF0F), = 5 S W) amad Fa 0Fy = Cr(i+ by j + ) (4.1.10)
ab

for any k > 0. With analogous manipulations, assuming ¢, j > Texp, We also find

which together with the previous identity shows that Cr (7, j) depends only on |i — j|. With a clear
abuse of notation we can thus write Cr(%,j) = Cr(]i — j|).

Let us now investigate the behavior of Cr (3, j) for large |i — j| (and always i, ] >> Texp): if as
before we denote by z the state of the Markov chain at £ = 0 and assume i > j, the probability of
having state a at time t = j and state b at time ¢ = ¢ is

(W)W ) gz = (W) p0mq + (W9)pqRD o (W) yomy = myma + Ry V'ma , (4.1.12)
hence

[(OF; 0F;)s| = |3 mamdFo 6Fy + Y Ry w0 F, 6Fy| <

2 o (4.1.13)
<SR w8 F By = O(em /7o)
ab

where we used Y., m,6F, = (§F) = 0 and the exponential convergence to m, of (W*)q,. We thus
finally have o
|Cr(i, )| < Be~limil/mexn (4.1.14)

After this intermezzo on the properties of the autocorrelation function we can go back to our
original aim, the computation of a% We have

A 52 NN b2 W
o2 = N2 ZZ@E‘ 5Fj)s = -5 ZZCF(Z'J) = FZZZCF(i’j) =
i=1 j=1 i=1 j=1 =1 j—i
4.1.15
O'% N (2) 0_2 N +o0 0_% “+o00 ( )
o~ TZZCFW*J'D ~ Nz Z Cr(lkl) = N Z Cr(lkl)
i=1 j—i i=1 k=—o0 k=—o0

where in (1) we neglected O(7exp/N?) terms coming from 1 < i,j < Texp, while in (2) we as-
sumed N > Teyxp and neglected terms exponentially small in V. If we now define the integrated
autocorrelation time of the observable F' by

) =3 Cp(k), (4.1.16)
k=1
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we have finally
2
o
o2 = WF(1+2T$>). (4.1.17)
Pay attention to the fact that slightly different definitions of the integrated autocorrelation time
exist in the literature. The moral is that, when autocorrelations are present, the effective sample
size is reduced from N to N/(1+ 27.(F)).

int
It is important to stress that 7.y, and Ti(n},?) are conceptually two very different objects. On

one hand 7y, is the largest characteristic time of the MCMC evolution, and it is the typical time

needed to thermalize the system. On the other hand Ti(n? depends on the observable F', and it
is related to the timescale of the fluctuations of F' in the thermalized part of the Markov chain
evolution. It is nevertheless possible to show that 7., is an upper bound of all the integrated

autocorrelation times.

int) < Texp when detailed balance is satisfied. We have seen in Lemma 3.3.1
that if a Markov chain satisfies the detailed balance, then the transpose of its associated stochastic matrix W is
Hermitian with respect to the scalar product

We now show, following [6], that &

(u,v) = Zwauava . (4.1.18)
Using Eq. (4.1.10) we can write (assuming ¢ > j)
(OF, 6F))s = > (W' )pomadFo 6F, = (OF, ("W)'"776F) (4.1.19)
ab

and thus
(OF, ("W)k4F)

ok = OFR0F), Or(k) = —Frons

(4.1.20)

If we denote by vgj) the j-th eigenvector of 'W, from (§F;)s = 0 it follows that 6F has no component along
the eigenvector associated with the eigenvalue 1 (see Theorems 3.2.3-3.2.4), so §F, = Zj>0 c(j)v,(lj> (the j =0
eigenvalue is A = 1) and from \; € (—1,1) if j # 0 we have

- k _oo V2 vk, (3)V2 e A (7)y2 A
SR (W)ReR) = ma(e9)2NE (vg) —az;wa(éﬂ) 2w < T OF0F) (4.1.21)

k=1 k=1 a,j =2

where A’ = max;>o A; and we used the fact that 2/(1 — ) is an increasing function on (—1,1). We thus have (see
Eq. (4.1.16))

F) o _AN
Tint S 1— A ’ (4122)
and clearly (see Eq. (3.2.23))
A < max|\;| = e~ M Texp | (4.1.23)
3>0
hence y
(F) e +/Texp
Ting < T o i/rom (4.1.24)

Moreover the last expression is < 7Texp and, when 7exp > 1, it approaches Texp.

We have computed 027, and to conclude this section we have to discuss the statistical distribution

of F. We thus recall one of the possible versions of the Central Limit Theorem for correlated
random variables (see, e. g., [4] §5.27, or [14] §8.3 for a different formulation), which can be stated
as follows: if X;, Xs,... is a succession of dependent random variables, whose autocorrelation
function (X;X; ) — (X;)(X,4x) vanishes at least O(k=5), with (X;) = 0 and finite (X}?), then
the variance of Sy = X7 + - -+ + X satisfies

oo

1
NOo 70t = (XD) +2) (XaXigg) (4.1.25)
k=1

and if 0 > 0 then Sy /(vV/No) converges to a normal Gaussian distribution. The outcome of this
theorem is thus that in a MCMC simulation, in the large sample limit, F' is distributed with a
Gaussian pdf and variance given by Eq. (4.1.17).
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4.1.2 Binning/blocking

It is possible to directly use Eq. (4.1.17) to estimate a%, however there are some subtleties that
have to be taken into account when doing this, which are discussed in [22] (see also [23] and, for
some background material, [24] §5.3, 6.2). For this reason a more indirect but straightforward
procedure is usually adopted, which goes under the names of binning or blocking, likely introduced
for the first time in [25], and systematized in [26].

Our aim is to numerically estimate the variance of F defined by

_ 1 X
F= ; F(z;) , (4.1.26)

where the x;s are obtained by evolving a Markov chain. Let k be a positive natural number and
let us assume, for the sake of the simplicity, that k divides N; if this is not the case it is sufficient
to consider the first! k| N/k| elements of the sample. We define a new sample composed of N/k
elements by averaging blocks of size k as follows:

1 ,
F) = E(F(xkiﬂ) + F(zhiso) + -+ Flagar)) , i=1,...,N/k, (4.1.27)

and we obviously have F = F(*) where

1 N/k
Fk) — _— N g 4.1.2
N Z:; ; (4.1.28)

If we compute the variance of F(*) as if the Fi(k) elements were independent, using Eq. (1.1.9),
we get (assuming N > k)

—2 1 1 —\2 2
oY= — — E F 7F> ~ 5; i . SF,L , 4.1'2

where 0F; = F(z;) — F. Moreover we have

k k—1
2
(6Fhig1+ -+ 6Fpiqn) = Z(5Fki+j)2 +2 Z 0FkitjOFkivjy1+
j=1 j=1
- (4.1.30)
+ 2 Z §Fki+j5Fk¢+j+2 + -+ 25Fki+15Fki+k 9
j=1

and if k is large enough we can rewrite these sums as sample averages defining the correlation
function, hence (to be formally correct we should write Cr for the sample estimator of Cr)
(6Fhit1 + -+ 0Fkirx)” = koo +2(k — 1)52Cp(1) + 2(k — 2)5%Cp(2) +--- . (4.1.31)

Since the correlation function Cr(j) decays exponentially for large j, if k is large enough (in
the worst case large with respect to Texp) we have

(6Fist + -+ 6Fupn)” = kot [ 1+2) Cr(j) | = koh(1 +278)) . (4.1.32)

j=1

Using this expression in Eq. (4.1.29) we finally get, if k is large enough

72 k2 N/k 1, - E% -
0w = 2 2o g hor(L 4 2my ) = (L4 27y, ) (4.1.33)

i=1

LFor x € R the floor function |z] is the largest n € Z such that n < x.
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Algorithm 6 Possible MCMC algorithm to sample a normal Gaussian distribution. The starting
point zy has been fixed to 5 to clearly visualize the thermalization process.
o = 5
loop
select T € (xk — 6,k + d) with uniform pdf

select r € [0, 1) with uniform pdf
if » < min[l, e¥] then

Tyl =
else
Tp4+1 = Tk
end if
end if
end loop

which coincides with Eq. (4.1.17) found in the previous section.
We thus have a simple operative way of computing EQF (i. e. the sample estimate of O'%)I for
several k Valueb define the blocked averages as in Eq. (4.1.27), and compute the naive sample

variances GW’ as if the blocked variables were independent. The values O’m, as a function of k,

will saturate for large k at a value that is the correct estimate of & UF. Note that this method works

well when the value of k for which E% saturates is small enough with respect to the sample size
N, otherwise the error of E% gets large, making the estimated values oscillate widely as a function

of k.

4.1.3 An explicit example

We now present a complete example of MCMC generation and data analysis for the simple case
already discussed in Sec. 3.3.1, i. e. for the sampling of a one dimensional distribution. For the
sake of the simplicity we consider the case of the normal Gaussian distribution.

A possible MCMC algorithm to sample a normal Gaussian distribution is shown in Alg. (6),
and the parameters of this algorithm are the starting point zg and the value of 6. We chose o =5
as the starting point, in order to better visualize the thermalization process, since random points
extracted from the Gaussian pdf will most likely lie in [—2,2]. For what concern § we will use
several values, in order to investigate how the choice of § affects the efficiency of the algorithm,
measured by the statistical accuracy that can be achieved at fixed CPU time. We thus generated,
using the algorithm Alg. (6), 10% draws for several values of § in the range between 0.1 and 50
(which required about 25s of CPU time for each ).

In Fig. 4.1 the typical behavior of the beginning of a MC history is shown, for § = 1 and § = 0.2:
both the histories start from xg = 5, then they drift toward zero (which is the average of the pdf
we are sampling) and start to oscillate, with oscillations whose typical amplitude is related to the
standard deviation of the invariant pdf (which in the present case is 1). Already looking at this
figure it should be clear that data obtained by using § = 1 are less correlated than data generated
using § = 0.2, hence § = 1 is numerically more efficient.

In Fig. 4.2 (left) we show the estimated autocorrelation function

Cu(n) = <x<z;>”> (4.1.34)

of the draws z,,, computed after removing the first 10° draws of each sample (in this way we are
significantly overestimating the thermalization time, but we had enough statistics not to worry
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Figure 4.1: Two Monte Carlo histories obtained by performing 1000 loops of the algorithm Alg. (6),
for 6 =1 and § = 0.2.
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Figure 4.2: (left) Autocorrelation function C,(n) of the numbers obtained using the algorithm
Alg. (6) for several values of the parameter §. (right) The fitted exponential autocorrelation time
as a function of 4.

about it). Autocorrelation functions are well described by a simple exponential behavior starting
practically from n = 0, and it is thus simple to estimate 7.xp, by performing a fit. Note however
that the values of the autocorrelation function for different time separations have been estimated
from the same sample, hence they are correlated. For this reason a simple uncorrelated fit pro-
vides a reasonable estimate of 7., but can not be used to estimate its uncertainty. If a reliable
uncertainty is needed a correlated fit has to be used. In Fig. 4.2 (right) we report the exponential
autocorrelation time estimated for all the valued of § simulated. As was already clear from Fig. 4.2
(left) Texp is very large for small values of §, it decreases by increasing ¢ until it reaches a minimum
for 0 ~ 4 (where 7Texp, ~ 2), then it increases again.

This behavior is quite typical and can be easily explained: for § < 1 the trial state T is always
very close to the previous state xj, (the typical scale of the “distance” being the standard deviation
of the pdf we are sampling, in this case 1), so it will be almost always accepted, but a large number
of steps will be needed to decorrelate, hence 7.« is large. Since almost every update is accepted,
we can approximate the motion of the state by a random walk, and in a random walk the typical
distance traveled in a time # is proportional to /. We thus expect Texp t0 scale O(672) for § < 1,
since O(572) steps are needed to travel an O(1) distance in the configuration space. By increasing
0 the acceptance probability decreases, but as far as § ~ 1 its scaling with ¢ is still quite mild,
however for § ~ 1 two consecutive draws are almost independent of each other, since their typical
distance is of the same order of the standard deviation of the pdf. Hence 7ey, reaches a minimum
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for 6 =~ 1. If we consider the § > 1 limit we find a situation that is the dual of that found for
0 < 1: two consecutive draws will be practically independent from each other, however it will be
very difficult for a draw to be accepted, since it is generated uniformly in (approximately) (—4,4),
and the pdf is concentrated in (—1,1). The typical acceptance probability will scale as 1/§ and thus
we expect Texp, = O(6) for § > 1, since one draw every O(9) is accepted. Both these asymptotic
behaviors are consistent with data reported in Fig. 4.2 (right).

The acceptance probabilities of the Metropolis accept/reject step for the simulations performed
at the different values of § are the following

§ (50 [20 |10 |5 |4 |3 |1 |05 |01
acc. prob. | 0.032 | 0.080 | 0.160 | 0.317 | 0.390 | 0.492 | 0.804 | 0.901 | 0.980

and a general rule of thumb is that the acceptance probability should be in the range 30% <
acc. prob. < 70% for the exponential autocorrelation time to be reasonable. For computation-
ally intensive problems it is however in general convenient to perform a preliminary study of the
behavior of 7., as a function of the simulation parameters, in order to optimize the resource usage.

For the simple case of MCMC sampling of the normal Gaussian the previous reasoning can be easily made
quantitative in the case § < 1 [27, 28]: we have seen that the autocorrelation Cy(n) is exponential practically
starting from n = 0, and the autocorrelation after one step is (remember that o2 = 1)

0 dw 1.2 +8 dy

Co(1) = (@iwig1)s = /

Ve s %I[(w+y)Pacc(fE%m+y)+w(1*Pacc(ffﬁlury))} =
1 +oo 1,2 +6
= — dze™ 2 dy z(xz + y P, T — T+ = 4.1.35

1 +oo 1,2 +6
:1+7/ dze™ 2 / dy zyPace(x = x4+ vy) ,
20v2r ) s Y2y Pace( )

where Pgcc(z — x + y) is given by
: 1 2, 15
Pyce(x — x4+ y) = min |1, exp —§(x+y) + 52: . (4.1.36)

If we consider the limit § < 1 we can consider only the cases in which z and = 4+ y have the same sign. If they are
both positive we can approximate (since |y| < J < 1)

1 y <0
Poce(z > 2+ y) ~ { l—ay y>0 ° (4.1.37)
hence
+6 0 5 53
/ dy xyPace(z — = +y) =~ / zydy +/ zy(1l — zy)dy = —mQE . (4.1.38)
-6 -6 0
The same result is obtained also when x and x + y are both negative, thus we obtain
1 8 [ 52
Co(l) ~1— —/ 22e™2 2dg =1 = | (4.1.39)
26V21 3 J_o 6

and using Cy(n) = e~"/Texp for m = 1 and Texp > 1 we finally get Texp =~ 6/62, which is also shown in Fig. 4.2
(right).

We now consider the numerical evaluation of the moments of the normal Gaussian pdf. In
particular we consider for example (), (z%) and (z*), whose values are obviously analytically known
and are 0, 1, and 3, respectively. The first step for estimating these numbers is the computation of
the corresponding sample averages by using the Monte Carlo samples generated (also in this case
we discard the first 10° draws).

The nontrivial (but fundamental!) part is to estimate also the variance of these sample averages,
which requires the use of blocking, due to the autocorrelation of MC data. For several values of
the block size k we thus have to build the blocked samples, as in Eq. (4.1.27), using the functions
F(z) = x, F(z) = 2? and F(x) = 2*. Then we have to compute the naive (i. e., neglecting
autocorrelations) standard deviation of the average of these blocked samples by using Eq. (4.1.29),
and study the dependence of the result on the block size.
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Figure 4.3: (left) Blocking analysis of oz for the output of the algorithm Alg. (6) for several values
of the parameter §. (right) Blocking analysis of o5 for the output of the algorithm Alg. (6) for
several values of the parameter 0.

The outcomes of this analysis are shown in Fig. (4.3) for some values of § and for the cases of
the first and of the second momentum (the results for the fourth one are completely analogous).
In both the cases the standard deviation of the mean of the blocked variables grows as a power-
law in the block size when the block size is not large enough, then it saturates and becomes
approximately independent of the block size. This plateau value, as discussed in Sec. 4.1.2, is the
correct estimation of the error to be associated with the sample average. Note that in the present
case the gathered statistic is very large with respect to the exponential autocorrelation time (in
the worst case Texp is &~ 620, while the sample size after thermalization is 0.99 x 10%), so the
curves shown in Fig. (4.3) are very smooth. In more realistic cases oscillations are present, and
the plateau is not an horizontal straight line, but rather a line which oscillate randomly around a
constant value. The amplitude of these oscillations is related the error to be associated with the
standard error of the average.

Using the plateau values we obtain the estimates reported in Tab. (4.1) for the first, second
and fourth momenta of the normal Gaussian distribution, which are obviously consistent with
theoretical expectations. By looking at these values we can see that, since the gathered statistics

(F)

are the same for all the cases, the integrated autocorrelation times 7;,,” have the same behavior

of the exponential autocorrelation time 7.y, being larger for very small and very large values of

0. In case an estimate of Ti(lf? is needed, it can be obtained from Eq. (4.1.33): 1+ 27'1(15) is given
2

by the ratio of two ) values, one computed using a large block size & (i. e., a block size which

corresponds to the plateau) and the other computed for k = 1.

5 | (=) (=) (=)

50 | -0.00056(70) | 0.9998(11) | 2.9970(67)
20 | 0.00058(42) | 0.99853(68) | 2.9923(41)
10 | 0.00024(29) | 0.99948(47) | 2.9975(28)
5 | 0.00040(20) | 0.99943(32) | 2.9959(20)
4 [ -0.00006(19) | 0.99976(29) | 3.0005(19)
3 | -0.00016(20) | 1.00000(28) | 2.9999(20)
1 | -0.00008(40) | 1.00013(45) | 3.0004(32)
0.5 | 0.00004(75) | 1.00008(30) | 3.0009(54)
0.1 | -0.0030(35) | 1.0009(35) | 3.002(22)

Table 4.1: Numerical results obtained by using Alg. (6) to extract 10® draws.
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4.2 Estimating secondary observables

We have considered up to now the so called “primary” observables, i. e., those observables that
can be written as average values. There is, however, also another important class of observables,
the so called “secondary” observables, which are functions of one or more average values, like e. g.

_ =
Ui =77 (4.2.1)

A natural estimator for this quantity is obviously

4

N2
(=)
however, when using such an expression, we have to face two different problems. The first problem
is related to the presence of a bias in the previous estimator, however it is easily seen that such a
bias is O(1/N) and hence subdominant with respect to the statistical errors; for this reason this
theoretical problem is practically irrelevant in MC simulations. The second problem is instead
more serious, and it is related once again to the estimation of the uncertainty. Using blocking
we are taking into account the autocorrelations of data generated using the MCMC approach,
however in computing the uncertainty to be associated with Eq. (4.2.2) we face a new problem.
Had z* and 22 be computed using two independent MCMC we could combine their uncertainties
by using standard error propagation. However in standard circumstances both these quantities are
estimated by using the same statistical sample, hence their statistical uncertainties are correlated.

Let us start by discussing the first problem. If we are interested in evaluating F'({x)), we can
estimate the bias of the estimator F'(Z) using the following reasoning. The typical fluctuation of T
around () is 0, /v/N, where o, is the standard deviation of the variable z and N is the number
of (independent) samples used to estimate T. If N is large enough we can use a Taylor expansion
to get

U, = (4.2.2)

(F(@) = (F()) + (@)@ - @) + 3 (F" (@)@ — () + - = s
~ F((a) + 3 F(2)o2 = F((a)) + 5 (o) % |

where o2 is the variance of the sample average T, and in the last step we used Eq. (1.1.8). As
anticipated, the bias is O(1/N) and thus negligible, in the large sample limit, with respect to the
statistical error O(1/v/N).

We now discuss the more serious problem of correlations: let A and B be two primary ob-
servables and let us suppose that we need to evaluate F'((A), (B)) (the discussion can be oviously
extended to more general cases). The uncertainty to be associated with F(A, B), is the square
root of the variance of the stochastic variable F'(A, B), which is defined as usual by

(F(A,B)*) — (F(A,B))*. (4.2.4)
Proceeding as for the case of the bias, we can approximate
F(A,B)~F + F)6A+ Fp0B + %F;{Bazaﬁ + %FA’A@Z)Q + %FgB((SE)? : (4.2.5)
where all functions are computed at (A4), (B) and we introduced the notation 64 = A — (A), and
analogously for § B. We thus have
(F(A,B))? = F2 + F(Fip(0AB) + Fi,((6A)%) + Fi((6B)%) , (4.2.6)

and
(F(A, B)?) = F? + (F})*((6A4)%) + (Fp)*((0B)*) + 2F, F5(§A6B)+

" AT " 1\ 2 1" )2 (4'2'7)
+ F(F35(0A6B) + Fjo((6A)%) + Fgp((6B)) |
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from which finally
(F(4,B)%) — (F(A,B))* = (F4)*((64)%) + (F)*((0B)?) + 2F4 F, (5 A6B) . (4.2.8)

If the fluctuations of A and B are independent, (§AdB) = 0, we recover the standard formula of
the error propagation, however this is the correct expression to be used also when correlations are
present.

If we have no information on the covariance (§A6B) we can only put an upper bound on the
true uncertainty: using the Schwartz inequality

(57A9B)| < \/((0A2)\/((0B)?) (4.2.9)
we have indeed
(F@.BY) — (F(AB)? < (1FAlVTGAR + |F5IVTGBR) (4.2.10)

The use of this formula, however, largely overestimates the error in typical cases. Let us consider
the example discussed in Sec. 4.1.3 and the secondary observable (z?)/(z2)? for § = 50: using data
in Tab. (4.1) we get for the error the upper bound (F(x1,z2) = x1/23, and F)y = 1, Fj = —
when using the average values z; = (z%) = 3 and 25 = (2?) = 1)

T < 0.0067 + 6 x 0.0011 = 0.0133 . (4.2.11)

If we wrongly assume that the errors of numerator and denominator are independent we get instead

T = V/0.00672 + 62 x 0.00112 =~ 0.0094 . (4.2.12)

Finally, the true uncertainty, obtained by using the methods discussed in the following two sub-
sections, is

T = 0.0032 (4.2.13)

and the final estimate is Uy = 2.9983(32). This happens because the fluctuations of 24 and 22 are
obviously strongly correlated, and in this case, with 2F F; = —12, we can estimate a posteriori

(VA0B) = 0.88/((64)2)\/ ((6B)?) . (4.2.14)

In principle nothing prevents us from using Eq. (4.2.8) to asses the uncertainty of F((4, B), since
the covariance (§AJB) can be straightforwardly estimated. The problem with Eq. (4.2.8) is that
it requires the computation of a significant number of derivatives and covariances if the function
F depends on several primary observables, and its numerical implementation thus becomes quite
baroque. To avoid these problems we can use the so called “plug-in estimators”, which are defined
by an algorithm in which the specific form of F' enters only parametrically, without the need of
computing the derivatives and covariances appropriate for F'. In practice we are trading the man
power need to code derivatives and covariances for the CPU power needed to execute these plug-in
estimators.

Since our principal aim is the computation of the statistical error to be associated with sec-
ondary observables, in the following subsection we initially assume to be able to generate uncorre-
lated samples. We will then comment on how to take autocorrelations into account.

4.2.1 Bootstrap

We are interested in evaluating a secondary observable F’ which depends on several primary observ-
ables, for example Uy = (x*)/(x?)2. The sample estimator of this quantity is F, i. e. the function
F evaluated on the sample averages of the primary observables, for example Uy = ?/ (ﬁ){ and let
us assume for the moment that the different draws are statistically independent from each other.
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Algorithm 7 Bootstrap estimation of the uncertainty of Uy = (z*)/(z?)? for iid draws.

Require: z; fori=1,... N
forr=1,...,R do
So=0,5=0
fori=1,...,N do
generate j € {1,..., N} with uniform pdf
Sy +— Sy + a:f
Sy Ss+ {,C;l
end for
22 = Sy /N
24 = S8, /N
U," =24/
4
end for
compute the sample variance of the mean of {U74(r)}T:1W7R, as in Eq. (4.2.15).

To compute the variance o2 of the estimator F, in principle, one could use the following
strategy: perform R independent Monte-Carlo simulations, generating N draws in each case, and
estimate O’% by using the sample variance EQF defined by (see Eq. (1.1.7))

R - 2
SE (4.2.15)
j=1

Q|
(L

|
3
|| =
| =
el
| =

where F(i) is the value of the sample estimator F' computed by using the i-th sample. This method

is in general unfeasible, since to evaluate the uncertainty of the estimator evaluated on a given
sample we need to generate many more samples, using an algorithm that is in general nontrivial.

A way to apply Eq. (4.2.15) while minimizing the overhead of generating new samples is to
use what is called the plug-in principle, which consists in approximating a probability distribution
function with the empirical distribution of a sample of observations drawn from it. In practice: if
our sample consists of N independent elements, we can create a bootstrap sample by randomly
extracting N draws (with uniform pdf and with replacement) from this sample. The important
point to note is that the elements of the bootstrap sample have the same statistical distribution of
those of the original one. By resampling in this way the original sample {z;};,=1.. n we can thus

generate R bootstrap samples {xET)}izly___,N (the index r =1, ..., R identifies the sample), that can

be used to evaluate the sample averages of the primary observables and obtain R estimates F(T),
by which we can evaluate EQF using Eq. (4.2.15). It is fundamental that the same bootstrap sample
is used to compute all the primary observables needed for evaluating F; correlations are instead
lost if we use different bootstrap samples for different primary observables. A simple scheme of a
bootstrap computation is reported in Alg. (7), and many more details on the bootstrap and on its
statistical basis can be found, e. g., in [29] §10-11 and [30] §5-6-7.

Let us now finally consider the case of a Markov chain, in which different draws are not inde-
pendent from each other. The simplest way to take into account autocorrelations in the bootstrap
method is to divide the sample in N/k blocks (k is the block-size and we are assuming N to
be divisible by k), then generate R bootstrap samples by randomly selecting, with uniform pdf
and with replacement, N/k blocks each time. As for the case of primary observables discussed in
Sec. 4.1.2, the whole procedure has to be repeated for increasing values of the block-size k until
saturation is reached.
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4.2.2 Jackknife

The idea of the jackknife method is analogous to that of the bootstrap, with the only difference
that mock samples are not generated stochastically, but deterministically. Let us once again start
by discussing the case of independent draws z1,...,zxN.

Jackknife samples are generated by removing a single drawn from the original sample, so we
get N samples of N — 1 draws, which provide N estimates of the primary observables? (g, (z)):

1 .
ga(i)ziNilzga(:ci) , j=1,...,N, (4.2.16)
j#i

from which we get N estimates F(;) = F'(gq (;)) of the secondary observable. If we denote by F;
the sample composed by the N estimates F(;y, the quantity

) 1 N 1 N
2
F? -Fy = N E F(i) “\~ E Fe (4.2.17)
i=1 i=1

estimates the square fluctuation of F induced by changing the sample by removing an element.
Since all the elements of the sample enter in a symmetric way in the computation of F'; and the
draws are independent from each other, we naively expect

o2~ N (F?-FTQ) : (4.2.18)

To show that this expectation is indeed true we can rewrite the jackknife estimates g, (;) of the primary
observables as follows:

(xi) = (ga) (4.2.19)
]7’51 ];éz

where we introduced the notation dga ; = ga(;) — (ga(x)). Since the typical value of g (;) — (ga) is a2 /v/N we

can use the approximation

Fuy = (.qu)"" _lzégaj> =~

9o (i) =

I (4.2.20)
NF+ZF‘; Z Jaj+ 5 Z aﬂ széga]596k7
N— (N —
j;ﬁz JF#i k#1
where F and its derivatives are computed in (ga). Analogously we have, using go = (ga) + L Zf\]: 109a 4
_ - 1
F=F(ga)=F+) Fog > 09as+ Z BNQZZ@MQM- (4.2.21)
o J

Using (6ga:) = 0 and (0ga j09s k) = Capdjr (where Cpg is the covariance matrix), we get from the second
expression the identities

(F) Z Fll5Cag (4.2.22)
and
(F*y ~ F? + —ZF’ F3Cap + — Z 25Cas (4.2.23)
ap
from which
o2 = (F*) — (F)? = % S FLF)Cas (4.2.24)
ap

which is the generalization of Eq. (4.2.8).
If we use instead the expression for F;) we get

R} = 1+ g s S et Gt oo S e (429

k#i L#£] k#1 £#£1

2We denote by greek indices the ones used for labeling the primary observables on which the secondary observable
depends. Latin indices will instead be used to label the different draws.
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Algorithm 8 Jackknife estimation of the uncertainty of Uy = (x*)/(2?)? for iid draws.

Require: z; fori=1,... N
So=0,5 =0
fori=1,...,N do

SQ<—SQ+$,L2
S4<—S4+$21
end for

fori=1 N do

(@)@ = (S2 —a3)/(N — 1)
(@) @) = (s — i) /(N — 1)
Us)) = (@) @/ (%) 1))
end for
compute 75 using Eq. (4.2.32) with F(;) = (Us)@)-

and from the identities

S o= (Z Se — 5,”-) => (1-6)=N-1 (4.2.26)
L

ki 0#i ki ki
and
S5 =3 (L) = (1) = v -1 - T
ki 025 k#i \ ¢ ki ki (4.2.27)
=N-1- <Zakj 5,,) =N-2+6;,
k
we finally have
~ 2 -2+ 61] ! F 1"
(FiyFj)) ~ F? + (Ni ZF FgCap + 55 2_ FiipCas » (4.2.28)
«@
B
and in particular
F
2 2
(Fiy) = F2 4 = 3 FoFjCap+ 1 > FilgCas - (4.2.29)
aﬁ af
We can now evaluate 1 1
., )
(F7 = Fy7) = 5 D) = 3 2P Fo) » (4.2.30)
2 ij
which using the previously written expressions becomes
—5 = 1 N —2
F2-F)°) = - aF3Cap =
L (N—l (N—1)2 2)% g =
(4.2.31)
’ 2
_1)ZF FB af = N — 1Uf’
where in the last step we used Eq. (4.2.24). We have thus found that a sample estimator of cr% is
—(N-D)(F-F) = (N=D)(Fy —Fy)? = Y21 (i - F)? 4.2.32
*(_)(J_J)*(_)(J_J)* Z((i)_J)- (4.2.32)

k3

A summary of the jackknife method to estimate the uncertainty of By = (22)/(x?)? is shown in
Alg. (8), where it is also shown that to compute all the jackknife samples it is sufficient to scan the
original sample only twice. For this reason the jackknife is computationally more efficient than the
bootstrap (which requires at least O(100) scans), however to use the jackknife method observables
have to be reasonably smooth functions of the sample. If this is not the case jackknife can provide
wrong estimates of the variance (larger than the real ones), as it famously happens for the case of
the sample median. More details on the jackknife and its relation with bootstrap can be found,
e. g., in [29] §10, [30], see also [31].

When autocorrelations are present in the sample, we can take them into account by dividing
the sample in N/k blocks of size k (we are assuming N to be divisible by k), then generating
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jackknife samples by removing the i-th block instead of the i-th draw. In this case we thus have

9o (i) = ﬁ jgi_%:blmkga(xj) (4.2.33)
and
N/k
5% = (V/k—1) (B~ F7) = Nk = )(Fy — TP = =25 (R~ 7). (4234)
=1
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Part 11

Classical statistical mechanics and
phase transitions
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Chapter 5

The Ising model: physics and
simulations

5.1 Basic properties of the Ising model

The Ising model is a classical (i. e., non quantum) lattice model of a monoaxial ferromagnet. The
configuration space of this model is obtained by associating to each site of a D-dimensional lattice
(denoted by x) a variable s, which can only take the values 1, and the energy of a configuration

is given by
El{s}]=-J Z SpSy — thw , (5.1.1)
(@,y) ®

where the expression Y (@.9) denotes a sum on nearest neighbor sites of the lattice, and J and h
are parameters of the model.

To model a monoaxial ferromagnet, the “spins” s, are assumed to be always aligned along
a given direction, hence the restriction to s, = 41, which only leaves the freedom of a “spin-
flip”. The first term in Eq. (5.1.1) reminds of a magnetic dipole interaction, and the restriction to
nearest neighbor sites is motivated by the fact that such an interaction decays quite rapidly with
the distance (~ r=3). The strength of the dipole interaction is parametrized by J, with J > 0
corresponding to the ferromagnetic case (sgsy = 1 is favoured), while J < 0 corresponds to the
antiferromagnetic case (szsy = —1 is favored). The second term in Eq. (5.1.1) represents instead
the interaction with an external magnetic field of intensity h. While any lattice can be used to
define the Ising model (in fact any graph), we will always consider the simplest case of the cubic!
lattice. It should be clear that this is a very simplistic modeling of a monoaxial ferromagnet,
however we will see in the next section that, due to the phenomenon of universality, it is sufficient
to quantitatively study what happens close to a continuous phase transition.

For the energy F to be well defined, the lattice has to be finite, hence we need also to specify
the boundary conditions (b. c.). The simplest and most used boundary conditions are the periodic
ones, which for a cubic lattice of linear size L can be written as

Se+Lji = Sz (512)

where i (with p = 1,..., D) is the unit vector directed along the u-th direction. These b. c. are
often used since they preserve translation symmetry and minimize the effect of boundaries, indeed
no boundary is present when using periodic boundary conditions, and the system considered is in
fact a torus. Other possible choices that sometimes can be useful are, e. g., anti-periodic boundary
conditions (sz4r14 = —Sz) and open boundary conditions, which correspond to the case of a real

1For the sake of the simplicity we will always speak of “cubic” lattice also in D =1, D = 2 and D > 3, instead
of using lattice, square lattice or hyper-cubic lattice, respectively.
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finite cubic lattice in R”. Once a b. c. is adopted on a finite lattice, the statistical physics of the
Ising model is encoded in the partition function

=Y exp(—BE[{s}]) = exp(—BF(8)) , (5.1.3)
=)

where 8 = 1/(kpT) is the inverse temperature and F is the free energy. Two dimensionless numbers
thus characterize the phase diagram of the Ising model: 5J and Sh. To avoid the proliferation of
redundant parameters two conventions can be used

1. measure J and h in units of kgT', which is equivalent to fix 8 =1,
2. measure [ in units of J, which is equivalent to fix J =1 or J = —1 in the ferromagnetic or
antiferromagnetic case, respectively.

Here we adopt the second of these possibilities, and we only consider the ferromagnetic Ising model,
thus we fix J = 1.

The case h = 0 is the most interesting one, since it displays what is probably the most important
property of the Ising model: for neutral boundary conditions (i. e., b. c. which do not favor a specific
spin orientation, just like the periodic, anti-periodic or open b. c.) the energy F[{s}] is invariant,
for h = 0, under a global spin flip:

L=—s,forallz = E[{s'}=E[{s}] ifh=0. (5.1.4)

Sz

The h = 0 system is thus characterized by a Zs discrete symmetry, since by inverting twice the
spins we come back to the original configuration.
A consequence the Zs symmetry is that if we define the magnetization for unit volume by

m[{s}] = LD Zsm (5.1.5)

we always have (m) = 0 for any inverse temperature 5. This can be easily proven as follows

(m) = Zm{s} ﬁE{};LZ ml{—s}e—PE- 1] @

Z0) Z20) 2
- 75 Z ml{sHe PPN = —(m) o
70 2

In the equality denoted by (1) we changed the “mute index” of the sum, summing on the con-
figurations in which every spin has the opposite sign with respect to that in the original sum; in
step (2) we used the fact that E[{s}] is an even function under the Zs symmetry, while m[{s}] is
odd under a global spin-flip m[{—s}] = —m[{s}]. The simple fact (m) = 0 seems at first sight to
preclude the possibility of a ferromagnetic phase, i. e. of a phase characterized by a spontaneous
magnetization. This point, however, needs to be investigated more thoroughly, since symmetries
in statistical mechanics (and in quantum field theories) presents a richer phenomenology that in
quantum mechanics. In particular, although (m) = 0 for all 8 values, the mechanism underlying
the vanishing of (m) is different at high and at low temperatures (if the space dimensionality is
larger than one, D > 1), as can be seen by numerically investigating the pdf P(m) of observing a
value m of the magnetization in a simulation.

In Fig. (5.1) we report data for P(m), obtained by simulating the two dimensional Ising model
on a L x L lattice with periodic boundary conditions. To obtain these figures we performed 107
updates of the whole configuration, using the local Metropolis algorithm that will be discussed in
Sec. 5.3. The first 10° measures have been discarded for thermalization, and the total simulation
time has been =~ 310 s. In the high temperature phase, Fig. (5.1) (left), by increasing the lattice
size the function P(m) gets more and more peaked at m = 0, indicating that in the thermodynamic
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Figure 5.1: The pdf P(m) of observing a value m of the magnetization in a two dimensional L x L
Ising model with periodic b. c¢. (left) in the high temperature phase, 8 = 0.4, (right) in the low
temperature phase, § = 0.45.

limit all the configurations sampled by MCMC have m ~ 0. What happens in the low temperature
phase, Fig. (5.1) (right), is completely different: the pdf P(m) gets more and more peaked (by
increasing the lattice size) close to two values £myg, with mg # 0. In this case the exact result
(m) = 0 does not mean that all configurations have m = 0, but that every configuration has
m ~ tmg and the probability of these two cases is the same, thus (m) = 0 is the consequence of
a cancellation between the contributions of different configurations.

By also looking at the time histories of the simulations one can see that, in the low temperature
phase, the time required for the system to switch, e. g., from the state m ~ mg to the state
m ~ —myg, grows by increasing the lattice size. This suggests? that in the thermodynamic limit
the magnetization would always remain frozen at m = +my, and which of the two possibility is
chosen depends on the initial condition. The low temperature phase is thus characterized, in the
thermodynamic limit, by ergodicity breaking (not all states can be reached) and by an instability
with respect to the initial condition.

In order to expose this instability we have to perform the thermodynamic limit more carefully:
let us denote by ( )i, the statistical average carried out using a lattice of linear size L, at the
inverse temperature 3, and using an external magnetic field h. What we proved before can be
written, using this notation, as (m)r g n=0 = 0 for any 5 and L; in fact exactly in the same way we
can also prove the more general relation (m)r g = —(m)r g5. It can be shown that (if D > 1)
a value . > 0 exists such that if 8 < . (high temperature phase)

i s =l g s =0 (517

while if 8 > B, (low temperature phase) we have

0< = i li =— i li . 5.1.8
mo(f) = lim, Jim (mirpn == lim M (m)rsn (5.18)
Note that in the previous equation the order of the limits is essential: at finite L the partition
function is analytic in h and S (it is a finite sum of exponentials), hence by using the different
order of limits we obtain at any temperature
Jim lim (m)p g = lUm (m)z,gn—0 = lim 0=0. (5.1.9)
The function mg(3) defined in Eq. (5.1.8) is the spontaneous magnetization, and the fact that in

the low temperature phase mg(5) is non-vanishing shows that the Zs symmetry is spontaneously
broken at low temperature. When a symmetry is spontaneously broken, average values exists

2This is only a suggestion since the details of the MC histories are generically unphysical, depending on the
specific algorithm adopted, and only average values are physical (MC evolution is not a real physical evolution).
Nevertheless the local Metropolis algorithm is a reasonable approximation of how thermal fluctuations behave in a
real system.
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which are not invariant under a symmetry of the Hamiltonian: the symmetry group of the state
(identified by properly performing the thermodynamic limit) is smaller than the symmetry group
of the Hamiltonian. Spontaneous symmetry breaking (SSB for short) is a feature that is present
in statistical mechanics and quantum field theory, but not in quantum mechanical systems with
a finite number of degrees of freedom, even if their Hilbert space is infinite dimensional. This
is basically due to the fact that in quantum mechanical systems with a finite number of degrees
of freedom the fundamental state is always non-degenerate (see e. g., [16] §15.4 for a sketch of
the proof, or [17] §3.3.3, [18] §10.5 for more details), with a finite gap being present between the
fundamental and the first excited state, which makes the system stable under small perturbations.
From an algebraic point of view the same conclusion follows from the fact that an essentially unique
representation exists of the Heisenberg commutation relations (Stone-von Neumann theorem), see,
e. g., [32] §IV.6 for a proof, and [33] for the appearance of inequivalent representations in infinite
systems.

The physical interpretation of the previous results is quite simple, as can be seen by thinking
how the pdf P(m) of observing a value m of the magnetization in a numerical simulation would
change by adding a small external magnetic field h. At high temperature P(m) is peaked at m = 0,
and the presence of an external magnetic field would simply slightly distort the distribution, which
would then be peaked at a value proportional to k. A non-vanishing value for (m), g », would result,
but as far as h is small enough no instability emerges and limy_,¢ limy oo (m) 1 g, = 0. Things
drastically changes in the low temperature case: by switching on a magnetic field i, and assuming
h > 0, the peak at m = my is enhanced by e#"0L” while the one at m ~ —my is suppressed by
the factor e=#"m0L”  Regardless of how small & is, in the thermodynamic limit only one of the two
peaks survives, and we get limy_,o.(m) 1, g,n = mo + xh, where x is a constant related to the slight
shift of the peak at mg induced by the external field. Thus finally limy, o+ limz oo (M) g5 = M.

Observables which transform non-trivially under the symmetry group of the Hamiltonian (more
precisely, transform as an irreducible representation of the symmetry group) are called order pa-
rameters, and their average values vanish in the unbroken phase, while they can be nonzero in
the broken phase. The specific values assumed by average values in the broken phase typically
depend on the specific way in which the thermodynamic limit is performed, e. g., on the presence
of external fields, on the boundary conditions adopted, and so on. The two cases considered in
Eq. (5.1.8), which are used to define the spontaneous magnetization mg(8), correspond to the
thermodynamic analogue of pure states, but also mixed states exists. A mixed state is obtained,
e. g., by using boundary conditions in which a fraction « of the spins on the boundary are fixed to
—1, with the remaining fixed at 41; in this way one gets in the thermodynamic limit

Llim (m)r,gn=0 = (1 —2z)mo(B) fixedb.c.with0 < < 1. (5.1.10)
—00

Rigorous proofs of the existence of a high temperature and a low temperature phases with the
previously stated properties can be found, e. g., in [34] §4, [35] §4-5, [36] §3, with the last reference
being the most introductory one. That in D = 1 no spontaneous magnetization is present at any
B > 0 can be shown or by explicitly solving the D = 1 Ising model, [37] §14, or by using a more
general reasoning valid for any short range model, [38] §163. Also the two dimensional Ising model
can be explicitly solved, see, e. g. [37] §15 or [38] §151 for two different approaches, or [39] for
many more details. The exact value 8. = 1log(1 + v/2) ~ 0.440687... for D = 2 can also be
obtained without knowing the explicit solution of the model, by using the low-temperature/high-
temperature (self-)duality of the D = 2 Ising model, see, e. g., [40]. Several critical properties of
the Ising model, obtained by using analytical methods or numerical simulations, are reported in
Sec. T.A.

5.2 Phase transitions and critical phenomena

The points of the phase diagram at which the free energy density f = F/LP is not an analytic
function of the control parameters (temperature, pressure, external magnetic field, ...) are called
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Figure 5.2: The phase diagram of the Ising model when D > 1. The black dot at 8. denotes a
continuous transition, while the thick line for 8 > 8. and h = 0 denotes a line of discontinuous
transitions.

phase transitions, and this non-analytic behavior can emerge only in the thermodynamic limit
L — oo, since the partition function is always an analytic function of the parameters in a finite
volume.

In the modern classification phase transitions can be discontinuous or continuous. At dis-
continuous transitions different thermodynamic phases coexist and the free energy density has
some discontinuous first derivatives; examples of discontinuous (or first order, according to the old
Ehrenfest classification) transitions are boiling water and the solid-liquid phase transitions. At
continuous transitions there is no phase coexistence and, typically, at least some second derivatives
of the free energy density diverge at the transition; examples of continuous transitions are the
liquid-vapor critical end-point transition and the Curie transition in ferromagnets. Continuous
phase transitions are also often called critical points and, somehow extending the old Ehrenfest
definition, second order phase transitions.

From the discussion in the previous section, it follows that the phase diagram of the Ising
model in D > 1 dimensions is the one sketched in Fig. (5.2): for h # 0 the free energy density
is an analytic function of § and h, and the same is true also for A = 0 in the high temperature
phase 8 < B.. For § > (. a line of discontinuous phase transitions is present, associated with
the appearance of a spontaneous magnetization which abruptly changes sign when h changes sign.
The point § = B.,h = 0 is the only point in which a continuous phase transition happens.

Close to a continuous transition a peculiar behavior (the so called critical behavior) emerges, in
which physical quantities behave as power-law functions of the “distance” from the critical point.
Using the Ising model as an example, the “distance” from the critical point is usually parametrized
by the so called reduced temperature b—p

c

Be
and by the intensity h of the external magnetic field (note that ¢ > 0 corresponds to the high
temperature phase 8 < S.). The specific heat is defined by

t

(5.2.1)

10 10 ( 0 s
o ~53570 = o 57 (—aﬁlogZ(/B, h)) = WWIOgZ(ﬂ’ h) = (5.2.2)
_ % (B —(E)*) = %LD (%) = (&)

where U is the internal energy and ¢ = E/LP is the energy density. For h = 0 and t ~ 0 the
specific heat behaves, in the thermodynamic limit, as

C(5,h=0) ~ 2k (5.2.3)

Tt

where A, and A_ are two constants that have to be used for ¢ > 0 and t < 0, respectively.
Analogously, the magnetization m(8, h) = limg_ oo (m) g5 has the following behavior for h = 0
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and close to t = 0 (and ¢ < 0 since otherwise m(8,h =0) = 0)
m(B,h=0%) ~ B x (~t), (5.2.4)
where B is a constant, while for ¢ = 0 (i. e. on the critical isotherm) and h = 0 it behaves as
m(B = e, h) = Be x [b|'/? (5.2.5)

where B, is another constant. Finally, the magnetic susceptibility is defined by

x= 2 tmyspn = 8( L0 10 28, h)) -

=~ o dh \ BLD oh (5.2.6)
B 2 2y _ g7 D 2 2
= 75 ((M?) = (M)?) = BL ((m?) — (m)?) .

where M = 3" _ s, is the total magnetization and m = M/LP is the magnetization for unit volume.
For h = 0 and ¢ =~ 0 the magnetic susceptibility behaves as

A(Bh =0y~ &= (5:2.7)

e
where Cy and C_ are two constants, to be used once again for ¢ > 0 and t < 0, respectively. The
exponents «, 3,7, 6 are called critical exponents, and, together with the amplitudes A4, B, B, and
C4, characterize the critical behavior.
The power-law critical behavior is not typical only of macroscopic observables, but can be seen
also in microscopic ones. To define the “microscopic” critical exponents let us introduce the two
point connected correlation function G(x, y):

G(:I},y) = <5m5y> - <5:n><5y> . (528)
If 8 # B. (if h =0, or for any 8 if h # 0) the large distance behavior of this function is given by
G(z,y) o . Tlemwl/e (5.2.9)

& —y|P-D72°

where £ is the correlation length, and the previous expression is often referred to as the Ornstein-
Zernike form®. The correlation length & thus parametrizes the typical distance at which two spins
are correlated, however one does not have to think of £ as the “size of a bubble”, since no bubble at
all exists if we are not at a discontinuous phase transition. A fundamental property of continuous
phase transitions is the divergence of the correlation length, which leads to the phenomenon of
critical opalescence at the critical end-point of the liquid-vapor transition. For the Ising model we
have, for h = 0 and ¢ = 0, the critical behavior

E(B,h=0) ~ felt|™ . (5.2.10)

Finally, exactly at the critical point (¢ = 0 and h = 0) the large distance behavior of the two point
connected correlation function is

1

G(z,y) [ —y|P-n

, (5.2.11)

where the exponent 7 is typically called anomalous dimension.
All the previously introduced critical exponents are not independent of each other, but are
related by several equalities:

a+28+y=2, a+p(l+d6)=2, y=v(2-1n), 2—a=Dv. (5.2.12)

3The Ornstein-Zernike form corresponds to the large distance behavior of the inverse Fourier transform of the
scalar propagator G(k) oc 1/(k?+¢72), as will be shown in Sec. 14.1. This is the reason why ¢ is sometimes denoted
by fgap~
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The first three relations are examples of “scaling relations”, while the last one (the one explicitly
depending on D) is an example of an “hyperscaling relation”, and it is true only if D < 4. These
relations can be proved by assuming a phenomenological scaling form of the free energy density (see,
e. g., [41] §11) or, better, by using renormalization group techniques (see, e. g., [42] §3). Scaling
relations are typically limit cases of exact thermodynamic inequalities, like, e. g., the Rushbrooke
(o428 +~ > 2) and the Griffiths (o + 8(1 + J) > 2) inequalities, which follow from the positivity
of the specific heat and the convexity of the free energy, respectively (see, e. g., [41] §4).

What makes continuous transitions particularly appealing from the theoretical point of view
is the property of universality: critical exponents (and other quantities like, e. g., some ratios of
amplitudes) do not depend on the microscopic details of the system considered, but only on some
very general properties of the system, like the symmetries, the dimensionality of the system, and
the nature of the order parameter. Critical phenomena can thus be classified in universality classes
(e. g., the 3D Ising universality class), and this is not only very important from the theoretical
point of view, it is also extremely convenient for computational purposes: if we are interested
in investigating the critical exponents of a monoaxial ferromagnet, we do need to know all the
details of a specific material, we can simply use the Ising model and the results will be the same.
Obviously this is not the case if we are interested in nonuniveral quantities, like, e. g., the critical
temperature.

To theoretically justify the phenomenon of universality it is often said, somehow colloquially,
that close to a critical point the correlation length diverges, and when £ > 1 the system “forgets”
its microscopic details. This is however quite misleading, since it implicitly suggests that only the
“large” length scales, those of the order of £, are important to describe the critical state. Reality
is more complicated/interesting [43]:

A classical hydrodynamic wave is characterized by a definite wavelength, and very little
motion of the fluid occurs at much shorter wavelengths. It is therefore a relatively trivial
matter to introduce continuum forms of density, pressure, etc. for a hydrodynamic
wave. However, the critical fluctuations in a magnet for very long wavelengths are not
the dominant fluctuations. Instead, fluctuations occur on all wavelength scales from
the correlation length to the atomic spacing and all these intermediate wavelengths are
crucial to the physics of critical phenomena. In particular there is no gap in wavelengths
between the wavelengths of fluctuations and the atomic wavelengths. This means it
is difficult to determinate which wavelengths of fluctuations to include in a continuum
description and which to exclude.

Renormalization group methods have been introduced to cope with this problem, and it is only
using this approach that universality becomes natural, see e. g. [42] §3 for an introductory presen-
tation, or [44], or [45] §5 and [46] §25- for a QFT approach.

To show that close to a critical point it is not possibile to simply “neglect” the short distance scales, let us
consider, following [42] §1, the connected two point functions in D = 3. Using translation invariance we immediately
see that G(x,y) = G(x — y), and it can be shown (see e. g. [42] §2) that in the mean field approximation
G(z,y) ~ |z — y|~! when h = 0. If we denote by a the lattice spacing in physical units, by dimensional analysis
we thus expect (assuming rotational invariance for the sake of the simplicity)

1 roa
G(ry=Zqg(-.2) . 5.2.13
(=g ( 3 5) ( )
Using the invariance under translations of the average values, we thus have (neglecting an irrelevant multiplicative
B factor)

x o LP ((m?) = (m)?) = L ((msy) — misy)) = D ((swsy) = (s2)(s4)) =

(5.2.14)
= ZG(m,y) = /G(T)d'r ,
@x
and, by simply “neglecting” the a/& dependence of g(r) close to the critical point, we would get (in D = 3)
1 I 9
X X /G(r)dr = / o9 (E,O) dr ~§&° . (5.2.15)
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The correct critical behavior of x for h = 0 and ¢ & 0 is however (using the definition of v, the third of Eq. (5.2.12),
and the definition of v)

X oc [t = [tV o 27 (5.2.16)
The fundamental point is that we can not simply neglect the dependence on a/¢. From the final result we however
see that this dependence is quite simple and, more precisely, the leading behavior for a/¢ < 1 has to be of the form

()~ (' (2)

to be consistent both with the correct critical behavior and with dimensional analysis. This is the reason why the
critical exponent 7 is called anomalous dimension: only for n = 0 we recover the results that could be guessed by

using dimensional analysis and a simple “hydrodynamical” separation of scales.

5.3 How to simulate the Ising model

We now discuss how to simulate the Ising model using the MCMC method. The simplest approach
is that which makes use of the local Metropolis algorithm, and the elementary step of the Markov
chain is given by the following operations:

1. select with uniform pdf a site r of the lattice,

2. define the trial configuration as the conﬁguration in which only the spin in position 7 is flipped
with respect to the original configuration: s, — s, = —s,

3. accept the trial configuration with probability mm(l e B , where F is the energy of the
initial configuration and E’ is the energy of the trial configuration. If the trial configuration is not
accepted, keep the old one.

(E’fE))

The first two points define the selection probability of the new configuration, which in Sec. 3.3.1
was denoted by Ap,. If we denote by C' the initial configuration and by C’ the trial configuration
selected by using the points 1. and 2., the probability of selecting C’ given C' is the same as the
probability of selecting C' given C’, since in point 1. the lattice point 7 is selected with uniform pdf
and C' and C' differ only for the value at a single site. The selection probability is thus symmetric,
and according to the general discussion in Sec. 3.3.1 this algorithm satisfies the detailed balance
condition with respect to the Gibbs distribution e=#¥/Z(3).

What remains to be proven is that the Markov chain built in this way is irreducible and
aperiodic. Let us start from irreducibility: we have to show that in a finite number of steps
it is possible to reach any configuration Cy starting from a generic configuration C. Since the
position of the spin to be flipped is chosen in point 1. with uniform pdf, there is a nonvanishing
probability of selecting in subsequent updates all the points, and only those, whose spins have
different orientations in C; and Cs. Moreover the spin-flip probability in point 3. never vanishes, so
we also have a nonzero probability of accepting all the proposed flips. We thus have a nonvanishing
probability of passing from configuration C to configuration Cj in less than L steps, where L is
the linear size of the cubic lattice on which the Ising model is defined.

Since we have just seen that the Markov chain is irreducible, and in an irreducible Markov chain
all the states have the same period (see theorem 3.1.1), it is sufficient to show that the period of
a specific state is 1 to prove that the chain is aperiodic. Let us consider the configuration with
all spins equal to +1. The energy difference £’ — E due to the spin-flip of a randomly chosen site
is simply given by 4D, since any site has 2D next neighbor sites, and by flipping the spin s, the
quantity —s,s; (where x is a next neighbor site of ) change from —1 to 1 (we remind the reader
that we conventionally set J = 1, see Sec. 5.1). The probability of accepting the spin flip is thus
in this case

min(1,e"4P) = =480 | (5.3.1)

which is smaller than 1 if 5 > 0. We thus have a finite probability of rejecting the proposed
updated, and thus 1 € Ry, where R is set the of the recurrence times of the configuration with
all spins equal to +1. The period of this state/configuration is thus GCD(R41) = 1 and the chain
is aperiodic.
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By iterating the three steps described above we thus obtain an irreducible and aperiodic Markov
chain, and the probability of sampling a specific configuration is, for large enough MC time,
given by its Gibbs weight. Note that it is not convenient to perform measures (e. g., energy
and magnetization measures) after every iteration of the above algorithm, since measures are
clearly strongly correlated after a single spin-flip update; measures are usually performed every
LP elementary single spin updates, or integer multiples of this number.

It is often suggested, instead of randomly selecting the point to be updated, to systematically
sweep the lattice following a specific order, however for the specific case of the Ising model this does
not generically ensure the Markov chain to be irreducible and aperiodic. To provide an explicit
example of this fact let us consider the somehow trivial case of a one dimensional lattice with 3
lattice sites and periodic boundary conditions. Let us assume to sweep the lattice starting from
the left and going to the right, and consider the configuration (41, —1,41). It is immediate to see
that by flipping the first spin on the left the energy of the configuration does not change, so the
spin-flip is accepted with probability 1 (see point 3. above), and we reach the state (=1, —1,+1).
Now we have to update the second spin, but also in this case the energy is unchanged by flipping
the spin, and the same happens also for all the subsequent updates. The states sampled by the
Markov chain are thus

(L]-v_]w—’_l) - (_1a;17+1) - (_17+17i1) - (;17+17_1) -

5.3.2
(AL —1) = (41 =1, 1) = (41,1, 41) , (5.3.2)

where the underlined number is the one to be updated. We see that after 6 updates we return back
to the initial state, and the states (+1,+1,+1) and (—1,—1, —1) are never reached. The Markov
chain is thus reducible, and the state (+1, —1,+1) has period 6. The source of the problem can be
traced back to the fact that for the chosen configuration all moves were in fact forced moves, since
the energy never changed and all the proposed spin-flips where thus accepted with probability
one. Analogous configurations, which generate the same problem, can be found also in less trivial
geometries, see [47]. To prevent this type of problem it is sufficient to modify point 2. as follows

2’. with probability 0 < 1 —€ < 1 define the trial configuration as the configuration in which only
the spin in position 7 is flipped with respect to the original configuration: s, — si. = —s,.. With
probability 0 < € < 1 the trial configuration is just the old configuration.

Using this prescription it is simple to verify that the Markov chain is irreducible and aperiodic
also if we seep the lattice in a deterministic way. If we start from the configuration C7, to reach
the configuration Cj it is sufficient to select the probability € of not updating the site for all the
sites which have the same sign in C7 and in Cs, and to select the probability 1 — e of updating the
site in all the other cases, with all the updates being accepted. This can be unlikely, but surely it
has a nonvanishing probability. Furthermore, since there is a nonzero probability of not updating
the configuration, aperiodicity is immediate (even for 8 = 0). A deterministic lattice sweep is thus
legitimate in this case; note however that the balance condition is satisfied using this approach,
but the detailed balance condition is not, see the analogous discussion in Sec. 3.3.3.

There are a couple of ways in which we can improve the computational efficiency of the basic
Metropolis update. The simplest and more important one is obtained by noting that the energy
of a configuration is written as a sum on nearest neighbors lattice sites. As a consequence, to
compute the difference of energies E — F needed in the accept/reject step we do not really have
to know the values E’ and E (whose computation would require a sum on all the lattice), but only
the values of the spins close to the point r where the spin flip is proposed. To make this more
explicit we can write the energy of a generic configuration as (we consider just the case h = 0, that
is the one that will be used in the following)

E[{s}] = —s»Sr + (independent of s,) , (5.3.3)

where S, is

Se = sa, (5.3.4)
(ar)
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Algorithm 9 Metropolis algorithm to simulate the Ising model
loop
randomly select a site 7 of the lattice with uniform pdf
compute Sy =37, ) Sa
if 5.5, <0 then
flip the spin: s, < —s,
else
draw a random number w € [0,1) with uniform pdf
if w < exp(—28s,5,) then
flip the spin: s, < —s,
end if
end if
end loop

i. e., the sum of the spins in the next neighbor sites of . The energy difference E’ — E associated
with the spin flip s,, — —s,. is thus equal to

E' - E =255, (5.3.5)

and the corresponding acceptance probability is exp(—28s,.5y). The basic form of the Metropolis
algorithm to simulate the Ising model can thus be written as in Alg. (9), where we implemented
also the optimization already discussed in Sec. 3.3.1: if B/ — F < 0 the update will be surely
accepted, and we do not need to compute the exponential and draw a random number.

A further improvement can be obtained by noting that, apart from the unavoidable random
number generation, the slowest part of the algorithm is the computation of exp(—g(E’ — E)):
everything else can be done using integer arithmetic. However the difference E' — E can only
assume a finite number of values, hence the possible values of exp(—S(E’ — E)) be computed once
for all at the beginning of the simulation. If we define the vector py by

pp=e 2% for k=1,...,2D, (5.3.6)

we can substitute the block
draw a random number w € [0,1) with uniform pdf
if w < exp(—2ps,S,) then
flip the spin: s, < —s,
end if
with the computationally simpler

draw a random number w € [0,1) with uniform pdf
k= 5.5,
if w < pi then
flip the spin: s, < —s,
end if

Note that we can assume k > 0 since if 5,.5,, < 0 we do not even need to draw the random number,
see Alg. (9).

We can now discuss the heat-bath algorithm for the Ising model. The starting point is the
representation Eq. (5.3.3) of the energy of the model as a function of s,., where 7 is a given site
of the lattice. In the heat-bath algorithm the new configuration is generated by sampling the new
value of s, using its conditional probability evaluated at fixed {sg}zr, see Sec. 3.3.2. We thus
have to select s,, = +1 with probability

BSr

p(sr = +1) = e—BSr } ¢BS.

(5.3.7)
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Algorithm 10 Heat-bath algorithm to simulate the Ising model

loop
select r using a deterministic sweep or a random choice with uniform pdf
compute Sp =3, .y Sz and p(sp = +1) = ePSr [(e=BSr 4 eBSr)
draw a random number w € [0,1) with uniform pdf
if w < p(s, = +1) then

Sp — +1
else
Sp — —1
end if
end loop

and s, = —1 with probability p(s, = —1) = 1 — p(s,, = +1). This is what we have to do once a
lattice point r has been selected, but how do we select it? We have two possible choices: we can
either select r randomly with uniform pdf or sweep the lattice using a deterministic algorithm,
both the methods providing a irreducible and aperiodic Markov chain. This can be proven in a way
that is completely analogous to the reasoning presented above when discussing the variant move
2’. of the Metropolis algorithm. As for the Metropolis update, detailed balance is satisfied only
if we randomly select the site to be updated, while the balance condition is satisfied anyway. The
deterministic sweep is typically computationally more efficient for two different reasons: it does
not require to draw a random number, and at least some neighbor sites of the site to be updated
have been already updated. Summarizing, we thus obtain Alg. (10). As a further improvement it
is possible to pre-compute the possible values of the probabilities p(s, = +1) as a function of S,.,
in a way that is completely analogous to what has been done before for the Metropolis update.

Heat-bath algorithms are typically more efficient than the Metropolis algorithm, since in an
heat-bath update the value of the variable to be updated is generated using a process that does
not depend on the previous value of the variable. For the specific case of the Ising model, however,
since only two values are available, the two algorithms are practically equivalent.

5.4 Finite size scaling and critical slowing-down

As we repeatedly noted before, phase transitions do not happen in finite systems, and the computa-
tion of physical quantities related to phase transitions and critical phenomena (critical exponents,
critical temperatures, ...) thus require an infinite volume extrapolation. Finite Size Scaling (FSS)
is the technique that has been developed to systematically carry out this extrapolation.

Before describing FSS it is convenient to preliminary discuss the two different expressions that
can be used to define the susceptibility in the present context, which correspond to different physical
conditions. If we define the average magnetization for unit volume as (m), where

1

we have seen in Sec. 5.1 that we always have (m) = 0 (we assume periodic b. c¢.). We have however
also seen, in Sec. 5.2, that the dynamics underlying the vanishing of (m) is very different in the
high and in the low temperature phases.

Let us start by considering the high temperature phase, in which everything is analytic and,
in the large volume limit, all configurations have m = 0. In this case it can be shown that the pdf
P(m) of obtaining a configuration with magnetization for unit volume m is well approximated by

1 m?
Ppi(m) =4 g2 &P <—w> ; (5.4.2)
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where 02 = (m?). In [38] §110 this result is obtained by using the microscopic definition of the
entropy and considering only slight deviations from equilibrium. We can reach the same conclusion
by assuming that the value m = 0 is “typical” (i. e. (m) =0 does not emerge from a cancellation)
and using the central limit theorem when L > &, where L is the linear size of the sample and &
the correlation length. If we add a small external magnetic field we get, remembering Eq. (5.1.1),

2
Py (m) o< exp (;;2 + BhLDm> , (5.4.3)

from which we see that (m);, = hBc?LP. We can then define the susceptibility x by the relation
(m), = hy, and we get x = Bo?LP, i. e. x = BLP(m?), consistently with the definition used in
Sec. 5.2. To summarize we thus have, in the high temperature phase

[ 31D D
Pyi(m) = %Cxp <—ﬁ2€(m2> , (5.4.4)

where x is the magnetic susceptibility. If we compute (|m|) using this pdf we get

b=/ (5.4.5)

hence (|m|) is nonvanishing at finite volume but approach zero as 1/1/LP by increasing the lattice
size.

Let us now consider the low temperature phase, where (m) = 0 emerges from the cancellation
between the two “typical” values m = +mg. Each of these values is associated with a stable ther-
modynamic state, which is identified by performing the thermodynamic limit with an infinitesimal
external magnetic field, as discussed in Sec. 5.2. We can thus expect each of these thermodynamic
states to be well approximated by a Gaussian distribution for m, obtaining the pdf

1 /1 (m —mqg)? 1 /1 (m +mg)?
Fre(m) = 2\ 2702 P ( 202 T3\ grez P 202 ’ (5.4.6)

Note that, since the two thermodynamic phases are related by the Zy symmetry, the variance o2 is

the same in both the phases. As before ¥’ = fo?L”, where now ' is the magnetic susceptibility
measured in one of the two broken phases, i. e.

X' = lim lim BLP((m?), — (m)?) . (5.4.7)

h—0* L—oo

Note that in the low temperature phase we have

hlg(r)li ngr;()(m);L =+my, (5.4.8)

and it is not difficult to show that

D / D
(Iml|y = mg erf mo\/@ + \/E, / [;IC/D exp <—m352[;<,) ) (5.4.9)

where erf is the error function defined by

erf(z) = %/ e dt . (5.4.10)
0

Since for z > 1 we have (see [12] Eq.7.1.23)
1

erf(z)ﬁl—w,

(5.4.11)
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we obtain

(Im|)h=0 = mo = hli%h ngrgo<m>h . (5.4.12)

lim
L—oo

We thus conclude that (Jm/|) can be used as a proxy for the spontaneous magnetization mg when
performing simulations at A = 0: in the high temperature phase (|m|) vanishes in the large volume
limit, while in the low temperature phase (|m|) converges to mg. For the magnetic susceptibility
we should use

x = BLP(m?) , ' = BLP((m®) = (Im[)?) (5.4.13)
at high and low temperature, respectively. If we use ¥’ at high temperature we get ¥’ = x (1 — %),
while if we use y in the low temperature phase we get x ~ SL”mg, which diverges in the thermo-
dynamic limit.

From the theoretical point of view x is a perfectly well defined function also in the low tem-
perature phase (for finite L), and can be used in finite size scaling analyses, however it is not
the susceptibility that would be measured by observing the response of a real ferromagnet to an
external magnetic field. Since our principal aim in the following will be the study of the critical
behavior, we will use ¥’ both in the high and in the low temperature regime, in order to simplify
the analysis. The advantage of x’ with respect to x is that, in the thermodynamic limit, it diverges
only at the critical point, while x diverges, in the same limit, in all the low temperature phase.
Note that that the notation y, X’ is non standard, so some care is required to understand what
“susceptibility” really means.

Let us now come back to Finite Size Scaling (F'SS): in the thermodynamic limit we have, close
to the critical point

X~ 77 = ()~ e (5-4.14)

In a finite and cubic geometry the maximum value that ¢ can reasonably reach is L, i. e. the
size of the lattice. As a consequence we expect the maximum of x’ to scale, as a function of
the lattice size, as X/, .. ~ LY/”. This simple expectation is confirmed by the result of a more
accurate renormalization group analysis, whose outcome is that the behavior for large L of x’ can
be parametrized by the form (see [42] §4.4 for an introduction, and [48] for many more details)

X'(B, L) = L x1(L/€) + corr. = L3 (8 — B.)LVY] + corr. (5.4.15)

where x; and y» are universal scaling functions (which also depend on the boundary conditions
adopted and are defined up to multiplicative constants), and the last equality follows from the
leading behavior £ ~ [t|7” and the definition of the reduced temperature t < § — 5.. The depen-
dence on all the other dynamical scales (smaller than £) has been reabsorbed in the dependence
on ¢ using the renormalization group. In the previous equation the term “corr.” stand for finite
size corrections, which diverge with L slower than the leading behavior or can even be background
analytic terms. In the following analyses we will generally neglect these correction terms, although
we will see that they are needed when numerical data are precise enough. Note however that in
some cases, e. g. when the leading critical behavior is non-analytic but not divergent their role
is essential to explain numerical results (the typical example being that of the specific heat in 3D
O(N) models, in which the specific heat exponent « is negative).

The FSS limit, in which Eq. (5.4.15) is valid, is the limit L — oo at fixed L/¢, and it is
important to note that, by fixing any value of L/¢, we are approaching the critical point when
L — o0o. The standard thermodynamic limit is instead defined by L — oo at fixed &, and it can
be performed only outside criticality. The connection between the two limit is typically hidden in
the asymptotic behavior of the scaling function x; for £/L — 0.

Eq. (5.4.15) is an example of a FSS relation, and using this equation we can, in principle,
determine ., 1/v and /v as follows. Let us consider the typical case in which the function
x2(z) has a single maximum at x = zg, with xa2(2¢) = yo. We now have to perform simulations
for several values of L; for each L value we perform different simulations varying S, until we
identify the § value at which the peak is present, which depends on L and will be denoted by
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Bpe(L) (often called the “pseudo-critical” inverse temperature). From Eq. (5.4.15) it follows that
[BPC(L) — ﬂc} L'V = ¢ if L is large enough that we can neglect the scaling corrections, hence

6pc(L) = ﬂc + xOLil/y . (5416)

By fitting the numerically obtained values of 5,.(L) using this expression we can thus estimate
both 8. and 1/v. Analogously, we can fit the peak values of x’ using (corrections to this behavior
scale typically as L/*~%, where w > 0 is a further critical exponent)

Xpear = YoL", (5.4.17)

thus estimating also the value of y/v. If . and the critical exponents have been correctly estimated,
when plotting x’/L?/" as a function of (38— .)L*/* all numerical data should collapse, up to scaling
corrections, on a single curve.

Analogous FSS relations hold for any observable which develops a nontrivial critical behavior,
and, in particular, from (jm|) ~ (—t)? for t <0 one gets

(Im[)(B8, L) = L™%/"my[(8 — B)L'"] + corr. (5.4.18)
and from C ~ [¢|~* it follows that
LP((e?) — (&)%) = LYV C5(B — B.)LM¥] + corr. | (5.4.19)

where ¢ is the energy density E/LP. To determine 3. using (|m|) is nontrivial, while using the
specific heat we can adopt, if @ > 0, a procedure that is completely analogous to the one used
when discussing the magnetic susceptibility.

Another commonly used observable in FSS is the Binder cumulant

(5.4.20)

Note that different notations for this observable exist in the literature (U, Uy, By, ...) as well as
different normalization constants. The peculiarity of U is that it assumes, in the thermodynamic
limit, constant but different values in the high and in the low temperature phases. In the high
temperature regime we can use the single Gaussian approximation in Eq. (5.4.2) for the pdf of m,
hence we immediately see that U = 3 in this phase. In the low temperature phase we have instead
to use the double Gaussian approximation in Eq. (5.4.6), from which it follows that, in the large
volume limit, U converges to 1. The FSS behavior of the Binder cumulant is particularly simple,
since it just depends on the critical exponent v:

U(B,L) = Us[(B — Bc)LY"] + corr. . (5.4.21)

In order for U(B,L) to assume, for large L, the correct high and low temperature limits, the
function Usz(x) has to satisfy the constraints

IILH;O Us(z) =1, IEIPOO Us(xz) =3 . (5.4.22)
The values of U(3, L) computed for several 8 values on different lattices have thus to cross at a
point which, up to scaling corrections, coincides with 5., and the slope of U(3, L) at the crossing
point is proportional to L*/*. These properties can be used to estimate (. and 1 /v. The critical

value of the Binder parameter®, often denoted by U*, is another universal quantity (whose value
depends also on the boundary conditions adopted).

4While the universal function, e.g., of the susceptibility is defined up to two nonuniversal multiplicative factors
(one for the function and one for its argument), the universal function of the Binder cumulant depends just on a
single nonuniversal factor, related to the normalization of its argument, since multiplicative terms simplify in the
ratio defining the Binder cumulant.
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Another very useful quantity, which we however do not discuss, is the so called second moment
correlation length £5,4, often denoted simply by & when there is no possibility of confusion with
the infinite volume correlation length, see, e. g., [48] §1.2 or [49]. A peculiarity of this observable
is that the values of £5,,4/L computed on different lattice sizes cross close to a critical point, and
the FSS of £2,4/L is again of the form Eq. (5.4.21).

Close to a critical point also autocorrelation times diverge, a phenomenon known as critical
slowing down, and new critical exponents, related to the “dynamics” of the system, are introduced
to describe this behavior:

Texp ~ &7, Ti(n? ~ & (5.4.23)
Note that in these definitions, when local updates are used, the autocorrelation times are defined
in unit of complete lattice updates, and not of single site update, with a complete lattice update
consisting of L single site lattice updates. Although there are theoretical reasons to expect in
general z # 2’ (see [6] §2), with 2’ < z (since Ting < Texp, see Sec. 4.1.1) in practice z and 2’ often
turns out to have consistent values. It is important to stress that z and 2z’ are not in general physical
quantities, since they characterize the Monte Carlo dynamics, which is completely arbitrary as far
as its long time distribution converges to the Gibbs distribution. In particular, different algorithms
can exist to simulate the same physical system with very different dynamical critical exponents; an
explicit example will be presented in Sec. 6.4. Only in some cases the MC update can be associated
with a real physical evolution, and only when this happens the dynamical critical exponents acquire
direct physical significance. For example, the dynamics of random thermal fluctuations is analogous
to the dynamics generated by the single site Metropolis update, which in this context is known as
Glauber or Model A dynamics, see [50].

Although generic dynamical critical exponents (i. e. the dynamical critical exponents of generic
updates) are typically of little direct physical relevance, they are extremely important from the
algorithmic point of view, since the values of z, 2z’ determine the numerical effectiveness of the MC
algorithm. We have indeed seen in Sec. 4.1.1 that the (square) error to be associated with the
primary observable I is given by

2
o F
o=+ 270y (5.4.24)

where N is the size of the sample, 0% is the variance of the observable F', and Ti(nlz) the associated
integrated autocorrelation time. Let us consider, for example, the case of the magnetization |m]:

close to a critical point we have

ot = (m?) = (jm])? ~ ¥/ /LP ~ L7/7P (5.4.25)
ad if we use Ti‘:tl |~ L7 we get
]_ !’
T A (5.4.26)

If we denote by Tepy the CPU time needed to generate the sample, we have N ~ TCPU/LD and
finally
9 1

2 LZ /v 5.4.27
Timl ™ Tepy (5.4.27)

To understand the effective numerical significance of this scaling we need some numerical values:
typically /v is close to 2, and for local update algorithms (Metropolis or heat-bath), which behaves
roughly as a diffusion process®, we expect z, 2’ ~ 2. If we want the error of |m| not to grow when
increasing L, we thus have to scale the CPU time approximately as Tcpy ~ L*. If we use instead
the cluster algorithm discussed in Sec. 6.4, which is characterized by a extremely small dynamical
exponents, it is sufficient to scale the CPU time as L.

It is interesting to note that the scaling with L just discussed emerges only close to a critical
point. When performing simulations far from phase transitions x’ assumes a finite value in the

5We remind the reader that for a diffusion process the mean square distance reached at time t is o v/¢, where
the proportionality constant depends both on the diffusion constant and on the dimensionality of the system.
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thermodynamic limit, as well as the integrated autocorrelation time; from the previous reasoning
we thus conclude that the CPU time needed to keep the error of |m/| constant does not scale with L.
This despite the fact that the number of samples decreases as L~ by increasing L at fixed Tcpy.
This phenomenon goes under the name of (strong) self-averaging, and can be easily explained: far
from criticality one has easily L > £, and in this regime different parts of the lattice are effectively
independent from each other. If we double the size of L, the number of independent components
will be multiplied by 27, and for local observables this factor compensates for the smaller number
of updates that can be performed at fixed CPU time. Note that locality is essential in the previous
reasoning: for quantities that are not written as the average of a local observable, like the specific
heat or the magnetic susceptibility, self-averaging simply fails, see [51] §2.3.8.

5.5 An explicit example

In this section we discuss some numerical results obtained for the finite size scaling of the two
dimensional Ising model (with vanishing external magnetic field). Our goal is twofold: on one
hand we want to show that the leading order FSS relations discussed in the previous section
correctly describe numerical data in the large size limit, on the other hand we also want to show
that corrections to these relations do exist, which become negligible in the large size limit. For
these purposes we reach quite large lattice sizes and use the very efficient single cluster algorithm
that will be introduced in Sec. 6.4, in order to keep statistical errors under control also for the
largest lattices. Much larger statistics would be required to reach the same accuracy using the
local Metropolis or heath-bath updates of Sec. 5.3, as will be discussed in the end of this section
when presenting numerical data for the critical slowing down.

Numerical data have been generated using lattice sizes ranging from L = 20 up to L = 160,
performing simulations at 40 different £ values for each lattice size. The statistics accumulated is
of the order of 10° single cluster updates for each simulation point, which correspond to a CPU
time ranging from about 30s for each [ value on the smallest lattice size to about 80min on the
largest lattice size.

In Fig. (5.3) we report data for the main thermodynamic observables as a function of 3 for the
different lattice sizes simulated. Note that, when studying critical phenomena, it is customary to
symplify the form of the specific heat and the susceptibilities by removing irrelevant powers of 3,
which do not affect the critical behavior:

C=LP(() —(e)*), x=LP(m*), X' =LP((m* —(ml)*) . (5.5.1)

The observed behavior is consistent with theoretical expectations: the average magnetization al-
ways vanishes, the average absolute magnetization slowly converges to the spontaneous magneti-
zation by increasing the lattice size, the energy density does not show any divergence, while the
specific heat seems to develop a divergence for increasing L. The susceptibility y diverges, in the
thermodynamic limit, in the whole low temperature phase 3 > (3., while x’ diverges only at the
critical point 8 = .. The Binder cumulant U at finite L smoothly interpolates between 3 and 1,
with a crossing point at § = ., where the slope diverges for large L.

Of these critical behaviors the only one which requires some more worlds of explanation is that
of the specific heat C: the analytically known critical index « of the two dimensional Ising model
is @ = 0, and one could naively think that the specific heat does not diverge at the critical point.
This is however not the case: for the two dimensional Ising model @ = 0 just means that the
specific heat diverges for large L slower than any positive power in L. In fact it can be shown
that the divergence of C is logarithmic in L, since for 8 ~ (. we have in the thermodynamic limit
C xlog|B — Be| (see, e. g. [45] §2.2.4 or [39] §V).

As a first check that finite size scaling works, we show the collapse plots of the appropriately
rescaled observables as a function of (8 — .) L'/ (see, e.g., Eq. (5.4.15)), using the know critical
properties of the two dimensional Ising model,

1
Be = 5 log(1 + V2) =~ 04406867935, v =1, ~r=7/4=175, B=1/8, (5.5.2)
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Figure 5.3: Plot of average magnetization, average absolute magnetization, energy density, specific
heat, susceptibility x, subtracted susceptibility x’, and Binder cumulant as a function of 3. The
solid red line in the plot of (|m|) reprents the analytically known spontaneous magnetization for
L — oo, which is given by mo(8) = (1 — sinh™*(28))"/® (see e. g. [45] §2.2.5 or [39] §X). The
solid red line in the inset of the plot of U denotes the analytically computed value of the Binder

cumulant at S, for periodic b. c.: Uy = 1.1679227(4), see [52].
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see Sec. 7.A and references therein. This check is possible (almost) only in the two dimensional
Ising case, for which analytical results exist; however we will soon show how to estimate 3., v and v,
so a collapse plot of this type can always be used, to check a posteriori the consistency of estimated
critical properties. We do not consider the finite size scaling of C' due to the subtleties related to
the logarithmic divergence previously noted. Numerical results are displayed in Fig. (5.4), and a
nice data collapse for the large lattices is clear; corrections to scaling, that have been neglected in
the previous section and vanish as L=2 (see, e. g., [48] §3.5), can be easily seen from the zooms
presented in the insets. Numerical data are thus fully consistent with the analytically known values
of B¢, v, v and § (critical exponent).

To estimate the values of the critical temperature 3., and of the critical exponents v and v, we
can follow the strategy outlined in Fig. (5.4): as a first step we have to estimate, for several lattice
sizes L, the temperatures f,.(L) at which x’(8) reaches its maximum value. For this purpose we
can fit x'(B), for fixed L and for S close to the peak position, with a function of the form

X'(8) = a(B — Bpe(L))? + Ximax (L) (5.5.3)

where a, Bpc(L) and X),,.(L) are fit parameters. Close enough to the peak value of x'(3) this
function surely well describes numerical data (it is just a Taylor expansion truncated to second
order), but the range of validity of this functional form is not known a priori. For this reason we
have to try several fit ranges, to identify the ones corresponding to fits with reasonable x?/d.o.f
values. The residual dependence of the optimal fit parameters on the fit range has to be considered
as a systematic error of the fit procedure.

The results obtained for 8,.(L) and x/,,,(L) are shown in Fig. (5.5). It is clear that S,.(L)
saturates to a finite limiting value for increasing L values, while x/ . diverges in the same limit. As
discussed in the previous section, the values of 8,.(L) should scale, for large values of L, according
to the functional form

Bpe(L) ~= Be + LYV | (5.5.4)

while X/, (L) should scale as (for the two dimensional Ising model the exponent w parametrizing
the leading scaling correction is larger then ~/v).

Xonaw(L) = co + 1 LY (5.5.5)

By fitting the data displayed in Fig. (5.5) using these functional forms for several fit ranges, i. e.
by systematically removing the smallest lattice sizes (note that the previous functional forms are
just leading large L terms), we can estimate the values of 8., v and /v (and hence of ). The
results of this analysis are shown in Fig. (5.6), where we report data corresponding to four different
fit ranges: L > Lyipn with Ly, = 20,40, 60,80. The x?/d.o.f of all these fits is reasonable, and
fit results are quite stable; obviously errorbars increase by reducing the fit range used, and hence
the size of the data set. Taking into account the systematics of the fit procedure we report as our
final estimates the following values

Be = 0.44075(10) , 1/v = 1.005(25) , ~/v = 1.746(4) , (5.5.6)

which correspond to the bands shown in Fig. (5.6).
Using just the data of the Binder cumulant close to the crossing, and performing a slightly
more sophisticated analysis using Eq. (5.4.21), we get instead

B, = 0.44069(3) ; v = 1.000(10) . (5.5.7)

We close this section by discussing the critical slowing down in the two dimensional Ising model,
comparing the local Metropolis and the cluster updates. For this purpose we performed simulations
at fixed f = B., using 5 x 107 updates of the whole lattice when adopting the local Metropolis
algorithm (i. e., 5 x 107L? local updates) or 5 x 107 single cluster updates. The scaling with L of
the error bars is shown in Fig. (5.7) for two test observables ((|m|) and x), but the same behavior
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Figure 5.4: FSS of the average absolute magnetization, of the susceptibility, of the substracted
susceptibility x’, and of the Binder cumulant U, obtained by using the analytically known values
reported in Eq. (5.5.2). Scaling corrections can be clearly seen in the insets.

is seen for all observables: errors scale almost proportionally to L for the local Metropolis update,
while they are independent of L for the cluster update. From Eq. (5.4.26) we expect errors to scale
proportionally to L(Z/"”/”_Q)/Q7 and we have just seen that v/v = 1.75, hence we conclude that
2"~ 2.25 for the local Metropolis update. For the cluster update we have instead 2’ < 0.25, since
no divergence can be seen for increasing L values in the cluster update data of Fig. (5.7).

A similar conclusion can be reached by studying the autocorrelation function of the magnetiza-
tion using local Metropolis updates: results for the autocorrelation function (again at g = f.) for
different lattice sizes are shown in Fig. (5.8) (left panel). By fitting with an exponentially decreas-
ing function these data we can extract the exponential autocorrelation times 7exp(L), which are
shown in Fig. (5.8) (right panel) together with a fit of the form 7oy, ~ aL?. The optimal fit value
for the exponent z is z &~ 2.1. The precise determination z = 2.1667(5) of the dynamic critical
exponent of the two dimensional Ising model with local Metropolis update has been obtained in
Ref. [53], and this result is in the same ball-park of our rough estimates.

71



0.44

043

042

‘ 1000

§
.5 100
= L

10 L L L

20 40 60

|
80 100

|
120

L L L L L L
140 160 20 40 60 80 100120 160

Figure 5.5: Plot of the values S,.(L) and x/,,,(L) obtained by fitting x'(3), for each value of L
and close to the maximum, using the functional form in Eq. (5.5.3).

115
04411 B L 7
=y
—————————————————————————————————— Ziosk :
0.4408} % W R
} T % [
__________________________________ =y T b
0.4406- 4 e
L L | 1 0.95 L L | L
20 0 60 80 20 0 60 80
Lmin Lmin
1.75—————————————% —————————————————————
i |
L 1745

1.74

1.735

‘min

Figure 5.6: Values of 8., 1/v and /v obtained by fitting data shown in Fig. (5.5), using the fit
ranges L > Ly,;,. Horizontal bands denote the final values (with error) reported in the main text,
obtained by taking into account the systematic errors of the fit procedure.

3

T i T 4 T T T
o Metropolis o 1 t e Metropolis
4 cluster . A cluster .
i 3L . B
° L)
L] bx [
L] L]
L i X o . _
: S
L]
L)
.
L]
i L e B
L]
A A A A A A A A A A A A A A A A A A
| L | | | | 0 | | | | |
10 20 30 40 50 10 20 30 40 50
L L

Figure 5.7: Scaling of the errors of (|m|) and x at 8 = f,, as a function of L, for the local Metropolis
and the cluster updates. The statistics is kept constant when increasing L.

72



— L=10 ]
— L=15 |

|
4000

oLl
8000 10000

1
6000

2000

Figure 5.8: (left) Autocorrelation function of the magnetization when using local Metropolis up-
dates. (right) Exponential autocorrelation times extracted from the autocorrelation function of
the magnetization when using local Metropolis update. The solid line is a fit of the form aL* and
the optimal fit parameter is ( ~ 2.1.

73



Chapter 6

Other models and algorithms

6.1 Potts models

The g-states Potts model differs from the Ising model in that the variables associated with each
lattice site can assume g values instead of the 2 values of the Ising model: s, =0,1,...,g—1. The
energy of a configuration in the Potts model is given by

E[{Sfﬂ}] =—J Z 6sm,sy - hzdsm,o s (6.1.1)
(@.y) x

hence there is a contribution —J for each couple of nearest neighbor sites with the same “orien-
tation”, and a contribution —h for each site whose variable has the 0 value. The model is thus
ferromagnetic if J > 0 and anti-ferromagnetic if J < 0, while h acts as an external magnetic field
for the variables whose value is 0. Note that the choice of coupling the magnetic field only to sites
x with vanishing s, is completely arbitrary: the use of —hd,, o with any value 0 < o < ¢ —1is
equally legitimate. As we did for the Ising model, we consider only the ferromagnetic case, and by
measuring the temperature in units of J we can formally fix J = 1 (see Sec. 5.1). To completely
define the model we also have to specify the boundary conditions, and, if not otherwise specified,
we will always assume periodic b. c.

When using periodic b. c. (or, more generally, b. c. which do not favor any state), for h = 0 the
energy of a configuration just depends on the number of nearest neighbor sites whose site variables
have the same value. As a consequence, if denote by V; (with i = 0,...,q — 1) the set of the sites
with sz = 4, and we perform the transformation

if y € V; then s, =0 (i) , (6.1.2)

where the function ¢ — o(4) is a permutation of the integers 0,...,¢ — 1, the energy does not
change. The g-states Potts model is thus invariant under the symmetric group Sy, i. e. the group of
permutations of g objects. Note that So = Zs and the 2-states Potts model can be exactly mapped
to an Ising model: for ¢ = 2 we have indeed s, = 0, 1, and we can define I, = 2(s, — 1/2) = £1.
It is then immediate to verify that in this case

Lo, +1

Sx,Sy 2

5 (for ¢ =2), (6.1.3)
hence the ¢ = 2 Potts model with couplings J and & is equivalent to the Ising model with couplings
J/2 and —h.

When h = 0, the S; symmetry of the g-states Potts model is spontaneously broken to S,_; in
the low temperature phase 8 < .. For D = 2 it can be shown that . = log(1 + ,/g) and that
the transition is continuous for ¢ = 2, 3,4 and discontinuous for ¢ > 5, with the latent heat being
a monotonously increasing function of ¢ > 5 (see, e. g., [54], [55] §12). In D = 3 the transition
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is continuous only for ¢ = 2. When h > 0 a single state is favored, and the symmetry S, is
explicitly broken to its subgroup S,_1, which does not get spontaneously broken for any value of
5. If instead h < 0 a single state is disfavoured, and the symmetry is once again explicitly broken
to Sy—1; however in this case this residual symmetry is spontaneously broken to S,_s (if ¢ > 2,
obviously) in the low temperature phase, see, e. g., [56] for the D = 3, ¢ = 3 case.

Two different order parameters can be introduced for the Potts model: a real and a complex
one. Let us start from the real one:

1 qumo — 1

Using this definition (m;) = 0 if all the states have the same probability of occurring in the
simulation, and (mi) # 0 otherwise (more precisely: if the state 0 has a probability of occurring
which is not equal to the average probability of the other ¢—1 states). As for the magnetic coupling
in Eq. (6.1.1), the use of the 0 state as reference state in the definition of m; is completely arbitrary.
The complex order parameter is more symmetric, since it does not use a reference state, and it is

defined by . )
21
m2 =75 zm:exp (zqsm) . (6.1.5)

Also in this case (ms) vanishes if all the states are equiprobable and it is nonzero otherwise.

On a finite lattice with periodic boundary conditions we always have, for h = 0, (m1); =
(m2)r, = 0, as can be shown by adapting the proof of the analogous identity (m)y = 0 presented
in Sec. 5.1 for the Ising model (instead of a spin flip we have to use a permutation of the states).
This means that the numerical estimates of (mi);, and (ms); have to be compatible with zero
if the simulation time is long enough. Since the order parameter m; uses a reference state in
its definition, it is not completely trivial to introduce for this order parameter a proxy of the
spontaneous magnetization, which plays a role analogous to (|m|) for the Ising model. For the
order parameter mo we can instead use (Jms|), where now | | denotes the absolute value of a
complex number. If we use m; we can thus only study the susceptibility L”(m?) (as in Sec. 5.5
we neglect irrelevant powers of ), which diverges in the whole low temperature phase; if we use
instead my we can once again introduce both the susceptibility x = L {|ms|?) and the subtracted
susceptibility x' = L ((|m2|?) — (Jms])?), and X’ diverges only at 3.. Let us stress once again that
both x and x’ can be used in a FSS analysis, the only advantage of x’ being that it simplifies the
estimation of 3. (and v).

Let us now discuss the numerical simulation of the Potts models. Following the same line of
thought of Sec. 5.3 it is immediate to see that the following algorithm produces an irreducible and
aperiodic Markov chain, which satisfies the detailed balance with respect to the Gibbs distribution:

1. select with uniform pdf a site r of the lattice,

2. define the trial configuration as the configuration in which only the value s, is changed; in
particular define the trial state s,. by sampling with uniform pdf the g — 1 states different from s,.,
3. accept the trial configuration with probability min(1, e’ﬁ(E/*E)), where E is the energy of the
initial configuration and E’ is the energy of the trial configuration. If the trial configuration is not
accepted, keep the old one.

Step 2. is the analogous of the spin flip in the Ising model, and the selection probability of s,. has
to be uniform in order to guarantee the symmetry of the selection matrix, and thus the possibility
of using the Metropolis algorithm instead of the Metropolis-Hastings one. If we denote by r a
random number in [0, 1) with uniform pdf, step 2. can be implemented as follow:

s$p=[sr +1+(¢—1)r] mod ¢, (6.1.6)

indeed the argument z of the floor function | | satisfies s, +1 <z < s, +¢, hence s, +1 < |z] <
Sy + q — 1, with all the integer values in this range being equiprobable.
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An algorithm associated with an irreducible and aperiodic Markov chain, which satisfies the
balance condition but not the detailed balance condition is instead the following (compare with
the analogous discussion in Sec. 5.3)

1’. sweep the lattice in a deterministic way, selecting site r
2’. define the trial configuration as the configuration in which only the value s, is changed; in
particular define the trial state s]. by sampling with uniform pdf all the ¢ states,

followed by the usual accept/reject step 3., which does not change. Point 2. can obviously be
implemented by using s.. = |gr], where r € [0,1) is a random number with uniform pdf.

In Sec. 5.3 it was shown by an explicit example that the condition 2’. (or analogous ones
in which a nontrivial possibility of selecting the same value is introduced) has to be necessarily
adopted when using a deterministic sweep of the lattice, since otherwise the associated Markov
chain is not irreducible nor aperiodic. It is a peculiarity of the models with ¢ > 2 (not necessarily
Potts models) that an irreducible and aperiodic Markov chain is obtaining also by using

1’. sweep the lattice in a deterministic way, selecting site r
2. define the trial configuration as the configuration in which only the value s, is changed; in
particular define the trial state s,. by sampling with uniform pdf the ¢ — 1 states different from s,.,

once again followed by the step 3.

The proof of this fact is not completely trivial, and we approximately follow the discussion presented in
[47]. We denote by W(l)7 ey W(LD> the stochastic matrices associated with a single spin update, and by W =

W) .. W (@(E) the stochastic matrix associated with a deterministic sweep of the whole lattice, where ¢ — o(1)
is a permutation which specifies the way in which the lattice is swept. Since the matrices W (k) are associated with
the update of a single site, since all the values of the site variable different from the original one are equiprobable,

and since the acceptance probability never vanishes, the restriction of the matrix W) to the single site variable
(k)

on which it acts nontrivially is a ¢ X ¢ matrix a;; whose elements satisfy aE;C) > 0if ¢ # j and agf) = 0. It is then

immediate to show that all the entries of the matrix (a(¥))? are positive definite if' ¢ > 2. From this fact we can
draw two consequences: it can be easily shown that the stochastic matrix

W = w2, @) (6.1.7)

represents an irreducible and aperiodic Markov chain, moreover it follows from the theorems of Sec. 3.2 that (a(’”)2
has a single eigenvalue A = 1, with all the other eigenvalues satisfying |A\| < 1. In particular, if X is an eigenvalue
of a®) with [A] = 1, then A = 1. Since W) can be written in a block diagonal form, in which the two diagonal
blocks are a qLD’1 X qLD’1 identity matrix and a(¥), the same property is true also for W(*): if X is an eigenvalue
of W) with |A| = 1, then A = 1.

Let us now suppose that v is an eigenvector of W, and the eigenvalue satisfies |A\| = 1. From

W@ @), = (6.1.8)

it follows that W (@) ... W (@L"Ny is an eigenvector of W (°(1)) with eigenvalue A, which satisfies [A] = 1, hence,
due to the previous discussion, we must have A = 1. Moreover, by induction, it easily follows that v is an eigenvector
of any W(¥) with eigenvalue 1.

Let us finally assume that two linearly independent eigenvectors of W exist, denoted by v and w, both associated
with the eigenvalue A = 1. From what we have just seen v and w have to be also eigenvectors of all the W (¥) matrices,
with eigenvalue 1. Then they should also be two linearly independent eigenvectors of W’ with eigenvalue 1, which
is however impossible: W' is associated with an irreducible and aperiodic Markov chain, hence the eigenspace of
A =1 is unidimensional.

We have thus proved the following properties of the spectrum of the stochastic matrix W: the eigenvalue A = 1
is nondegenerate, and all the eigenvalues with A # 1 satisfy |A\| < 1. As noted on pag. 27 (“Sometimes it can be
useful to note. ..”) this implies that the Markov chain associated with W is irreducible and aperiodic.

Analogously to the Ising model case, to compute the difference of energies E’ — E entering the
Metropolis step we do not need to sum up the contributions of all the sites, we just need to study
the nearest neighbors of the site » we want to update. In particular, it is convenient to define the

q quantities N,

K2

N =36 (6.1.9)

(@,7)

IThis is the only point in which this fundamental assumption is used. This sentence is not true for ¢ = 2, as the
Ising case shows.
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i. e. the number of nearest neighbors of the site » whose site variable is equal to i. Using this
definition we immediately have

exp ( — B(E' - E)) = exp (ﬂJ(NiZ) — NS(:))) , (6.1.10)

moreover these numbers can be computed once at the beginning of the simulation and stored in
an array.

Using the variables Ni(r) it also simple to write an heat-bath update algorithm for the ¢-states
Potts model: it is sufficient to select s, = a with probability

exp (ﬁJNc(f))
Pa=—— , (6.1.11)
ZZ:%) exp (ﬁJN,gr)>
which can be done by introducing @Q; = >, <; pa (fori=0,...,¢—1), generating a random number

r € [0,1) with uniform pdf, and selecting the smallest i such that r < @;. Note that the largest
the value of ¢ is, the more efficient the heat-bath algorithm is with respect to the Metropolis one.

6.1.1 FSS at discontinuous transitions

Finite size scaling at discontinuous transitions is in some cases formally similar to the one that is
present at continuous phase transitions, but the physics underlaying the two cases is completely
different: at a discontinuous transition the correlation length is not divergent, and RG arguments
can not be directly applied. Strictly speaking there is not even universality in discontinuous
transitions, since the observed FSS behavior strongly depends on the boundary conditions adopted,
see, e. g., [57].

If we consider periodic b. ¢. (which do not favor any state and do not induce domain-walls), we
can use for the pdf of the energy density a double Gaussian approximation analogous to the one
used for the magnetization density in the low temperature phase of the Ising model in Sec. 5.4.
This does not happen by chance: in the low temperature phase of the Ising model a discontinuous
transition is present when going from h = 0~ to h = 0*. Note however that in the Ising case
the two Gaussian distributions correspond to two different phases related by the Zs symmetry,
hence the height and width of the two Gaussian have to be same; this is generically not the case
for the phases coexisting at a temperature driven discontinuous transition. Coexistence of the two
phases at the discontinuous transition only implies the statistical weights of the two phases to be the
same, hence the areas of the two Gaussian distributions have to be the same [58]. Using this double
Gaussian approximation it is possible to obtain the scaling x/,,, o L and Cpqe o< LP of the
maxima of x’ and C as a function of the lattice size L, as well as the scaling B,c(L) — B. o 1/LP
of the pseudo-critical temperature (see, e. g., [58], or [59] and references therein for a rigorous
discussion). When using periodic b. c., FSS at discontinuous transition is thus analogous to the
one observed at continuous transitions, with effective critical exponents a =~ =1 and v =1/D.

An analogue of the critical slowing down is present also at first order phase transitions, although
in this case the precise form of the scaling depends on the boundary conditions adopted. For
periodic b. c. the autocorrelation time grows with the lattice size exponentially in L” when using
local update algorithms, and this timescale can be interpreted as the typical time needed to explore
the different coexisting phases. This time is the equivalent, in the quantum context, of the inverse of
the tunneling probability, which is indeed exponential in the volume. The reason for this behavior is
quite clear in the two Gaussian approximation: to switch from one Gaussian to the other by means
of local moves we have to cross a region where the probability density is exponentially small in the
volume. Note however that this behavior (unlike the case of continuous phase transitions) strongly
depends on the boundary conditions adopted: if open b. c. are used it is simpler for “bubbles”
of the other phase to enter from the boundary, and the critical slowing down is less severe, at the
expense of larger finite volume corrections. To cope with the exponential critical slowing down that
is present when using periodic b. ¢. one possibility is the use of the multicanonical algorithm [60]:
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Figure 6.1: Plot of average absolute magnetization, energy density, specific heat, susceptibility
X, subtracted susceptibility x’, and Binder cumulant as a function of 8 for the two dimensional
8-states Potts model.
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Figure 6.2: FSS of the average absolute magnetization, the specific heat, the susceptibility and the
subtracted susceptibility. The expected theoretical values 8, = log(1 +v/8), v = 1/2, v = 1 and
8 = 0 have been used.

an auxiliary probability distribution is sampled, in which no obstacles prevent to move from one
coexisting phase the other, and the results are finally reweighted to estimate expectation values
with respect to the original Gibbs distribution?. For more informations of discontinuous transitions
and their simulation see, e. g., [57] and [61].

We close this section by presenting some numerical results for the 8-states two dimensional
Potts model, which displays a discontinuous phase transition at 3. = log(1++/8) ~ 1.34245. These
results have been obtained by using 2 x 107 complete lattice sweeps of the heat-bath algorithm
for L = 12,16,20, and 5 x 107 complete sweeps for L = 24,28. Simulation time for a single
value goes from approximately 5.5 min on L = 12 to about 70 min for L = 28. The complex order
parameter mso has been used, and the S factors in C, x, and x’ have been neglected, as done in
Sec. 5.5.

In Fig. (6.1) raw data are presented, while in Fig. (6.2) data have been rescaled according to the
expected behavior at discontinuous transitions for two-dimensional models with periodic boundary
conditions. The discontinuous nature of the transition is quite clear (the Binder cumulant U
diverges), however significant scaling corrections are evident. To obtain result with similar accuracy
on larger lattices, without using more sophisticated simulation algorithms, would however require
a significantly larger simulation time, due to the exponential critical slowing down.

6.2 Clock models

The configuration space of the clock models is the same of the Potts models: to each site x of
the lattice a variable s, is associated, which takes value in {0,...,q — 1}, however the energy of a

2Note that in this case the overlap problem discussed in Sec. 2.2 is absent: the sampled distribution is broader
than the original one.
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configuration is now
2 27
E=—-J Z cos ((sm — sy)> - hZcos (sm) . (6.2.1)
q q
(z,y) ®

Clock models can be rewritten also using the complex site variable Cy = exp (i%’rsm>, indeed it is

immediate to verify that the energy of a configuration is equal to

E=-JY R(C;Cy)—h)Y R(Ca) . (6.2.2)

(z,y)

Note that sometimes, especially in the early references, clock models are called planar Potts models.

In the Potts models the interaction energy of two nearest neighbor sites can only take two
values (for any ¢q), depending whether the variables associated with the two sites are equal or not;
in clock models, instead, more possibilities exist, at least for ¢ > 3. For ¢ = 2 it is simple to show

that the clock model is just the Ising model, while for ¢ = 3 the function cos (%”(sw - sy)> can

only assume two values (1 if s = s, and —1/2 if s, # s,), hence we have in this case

2m 1 3
- - — =05 5. — — 1— s s = —— —0g.. s = s 2.
COS < q (S Sy)) 6 xSy 2( 6 x> y) 2 + 25 xSz (q 3) (6 3)

and the ¢ = 3 clock model is thus equivalent to the ¢ = 3 Potts model with J — %J. For g > 3 the
symmetry group of the clock models is instead smaller than that of the Potts models: for h = 0 it
is easy to verify that the energy is invariant under the transformation

Sz — Sb = (8g + ) mod ¢ (6.2.4)

where « is a constant integer number. As a consequence, the invariance group of the clock model
is (for ¢ # 3) Z,, the group of integers modulo ¢, which for ¢ > 2 is a proper subgroup of S,.

Tt is not difficult to show that clock models with ¢ = 4 and g = 2 (the Ising model) are related
to each other [62]. Using the complex formulation, the partition function of the ¢ = 4 model can
be written (considering the case h = 0 for the sake of the simplicity) as

Zea(B) =Y _ e PP =" [ /7%=, (6.2.5)

{Ca} {Ca} (z.y)

moreover, using Cp € {£1,+i}, it is easily seen that the numerical values of the exponential

ePIR(CLCy)  with their degeneracies, can only be
eP7 deg =4
eﬁJ%(CmCy) — €_BJ deg =4 . (626)
1 deg =8

The square of the partition function of the model with ¢ = 2 can instead be written in the form
Zo(p? = Y 3 e lmarerrin] (6.2.7)
{D} Dz} (=,y)
where Dy, D], = +1, and it is simple to verify that

o e?P7 deg =4
GBJ [DmDy+DmDy] = 6_2’6‘] deg =4 . (628)
1 deg =8
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Since the values and the degeneracies of the exponentials are the same in the two cases (but for
a factor of two in the exponent) and the total number of configuration of Cy, is equal to the total
number of configurations Dy, D}, we conclude that

Zyei(5) = (Z=2(5/2)) (629)

In the low temperature phase, the Z, symmetry that is present when h = 0 gets spontaneously
broken to Zy_1, and an order parameter for this SSB is identical to the complex order parameter
mo of the Potts models:

m = LLD > Co. (6.2.10)

If b > 0 the symmetry is explicitly broken to Zs and no phase transition is present; this is the
case also if h < 0 and ¢ is even, while if h < 0 and ¢ is odd the residual Zs symmetry can be
spontaneously broken in the low temperature phase.

In D = 2 the h = 0 transition between the low and the high temperature phases is always
continuous, however only the cases ¢ = 2,4 (Ising universality class) and ¢ = 3 (3-states Potts
model) correspond to “standard” continuous phase transitions. For ¢ > 5 the more exotic case
of the Berezinskii-Kosterlitz-Thouless (BKT) transition appears, an infinite order phase transition
according to the old Ehrenfest classification, see [63] for an early investigation. In D = 3 the
transition is discontinuous for ¢ = 3, it is continuous in the Ising universality class for ¢ = 2,4,
and it is continuous in the O(2) universality class for ¢ > 5; this is an example of symmetry
enlargement at a second order phase transition, which requires a renormalization group framework
to be understood (in short: the terms of the continuous effective action which are invariant under
Z4 but not under O(2) are irrelevant if ¢ > 5).

To simulate the clock models we can use a Metropolis algorithm completely analogous to the
one used for the Potts models. However, especially in the low temperature phase, it can be more
convenient not to select the trial state with uniform pdf between the ¢ different possibilities, but
use instead a trial state that is “close enough” to the previous state, in order for the acceptance
probability not to be too small. The minimal possibility is obviously

Sz — Sy = (8o £ 1) mod ¢ , (6.2.11)

where the two signs are selected with equal probability. Note however that also in this case the
acceptance probability will become negligibly small if 8 is large enough. As for all the models
whose variables only assume a finite number of values, it is also straightforward to use an heat-
bath update, computing (and storing in an array) at the beginning of the simulation all the required
conditional probabilities.

6.3 O(/N) models and microcanonical updates

In O(N) models, to each site r of the lattice we associate a real, unit-length, vector in the N-
dimensional real space (s, € R, |s,| = 1), and each configuration has energy

E=-J) s3:8y—» h-ss. (6.3.1)
(z,y) z

For h = 0 the model is invariant (assuming as usual periodic b. c¢.) under the transformation
Sz — Shy = Mg, where M is an orthogonal N x N matrix, hence the name of the model. The
magnetic field is a vector in RV, however, since the first term of the energy in Eq. (6.3.1) is invariant
under O(N) transformations, we can safely assume h to be directed along the 1-axis. The N =1
case of the O(N) models is just the Ising model, the N = 2 case is often called XY model, while
the N = 3 case is often called Heisenberg model.
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Algorithm 11 Algorithm to sample with uniform pdf the unit sphere in RY.

Require: r; (with ¢ =1,..., N) sampled from uniform pdf in [0, 1)
repeat
xTr; = 1-— 27"1‘
S=3,7
until 0 < S <1

Xj

yi:\/g

Algorithm 12 Algorithm to sample with uniform pdf the unit sphere in RY.

Require: g; (with ¢ =1,..., N) sampled from normal Gaussian distribution
repeat
Ti = Gi
S=3, 17
until 0 < S

Yi = s

In D > 2 the O(N) symmetry is broken to O(N — 1) in the low temperature phase, and an
order parameter is naturally

1
m=_5 > sa. (6.3.2)

As for the Ising model it is possible to introduce a proxy of the spontaneous magnetization by using
|m|, where now |m|? = m - m, hence we can define also in this case two different susceptibilities
(neglecting irrelevant 3 factors): x = LP{(|lm|) and x' = LP({{m|?) — (|m|)?). Some critical
properties of the three dimensional O(N) models with N = 2 and N = 3 are summarized in
Sec. 7.A. The D = 2 case is more involved, since in two dimensional models continuous symmetries
can not be spontaneously broken; this is the content of the so called Coleman-Mermin-Wagner
theorem, see, e. g. [45] §4.A or [42] §6.1 for an heuristic argument. For N = 2 a finite temperature
transition exists in D = 2, of the Berezinskii-Kosterlitz-Thouless type, see, e. g.,[42] §6.2-6.4 for
an elementary presentation or [45] §4.2 for some more details. When N > 2 there is no finite
temperature transition in D = 2, but a transition exists at 7' = 0, in which a correlation length
diverging exponentially in 1/T" appears, see [42] §6.5 for an elementary presentation and [46] §14-15
for more details.
To simulate the O(N) models using single site updates it is convenient to introduce the sum

Sp=> Sa, (6.3.3)
)

where 7 is the site to be updated. Using this vector we can write the energy of a configuration (for
h = 0) in the form
E = —Js, - S, + (independent of s,.) , (6.3.4)

which is completely analogous to the form used for the Ising model, see Eq. (5.3.3). The energy
difference required to accept/reject the update s, — s.. using a local Metropolis algorithm is thus
simply

E —E=-J(s,.—8) - Sr . (6.3.5)

To generate the trial state s). to be used in the local Metropolis update we have several pos-
sibilities. The simplest possibility is to generate s’ with uniform pdf in SV (the unit sphere in
RM). In this case we can for example use the algorithm in Alg. (11), which start from a uniform
sampling of the hypercube, or the variant in Alg. (12), which is more efficient if N is large (since
when N > 1 the volume of the sphere is much smaller than 2V). A better possibility, especially
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for large N or in the low temperature phase, is to generate s/, by slightly changing s, for example
by selecting with uniform pdf two indices 4,5 € {1,..., N} (with ¢ # j, hence N > 2) and using

(si)k = (8p)r f k#i,j
(s7)i = (sp)icost+ (sp);sind , (6.3.6)
(s7); = —(8r)ising + (s,), cosé

where 0 is generated with uniform pdf in the range [—«, @], and « is fixed at the beginning of
the simulation in order to have a reasonable acceptance probability. Note that for a rotation and
its inverse to be equiprobable (requirement needed for the use of the Metropolis algorithm) the
selection of 4,j has to be performed with uniform pdf, and the range of the angle 6§ has to be
symmetric with respect to the origin.

A complete algorithm to simulate the O(/N) model is thus the following

S8

S~

1. select the lattice site r to be updated (randomly, with uniform pdf, or by a deterministic sweep
of the lattice)

2. define the trial configuration as the configuration in which only the value s, is changed; the
trial site variable s). can be generated by using Eq. (6.3.6) or Alg. (11), Alg. (12).

3. accept the trial configuration with probability min(1,e~? (ELE)), where FE is the energy of the
initial configuration and E’ is the energy of the trial configuration. If the trial configuration is not
accepted, keep the old one.

This algorithm satisfies the detailed balance principle if in point 1. we use the random selection,
while only the balance equation is satisfied if a deterministic sweep is adopted. Since the evaluation
of E' — E is straightforward once S, has been computed, it can be convenient to repeat steps 2.
and 3. several times (depending on the values of N and «) before updating a different site.

Note that the transformation in Eq. (6.3.6) leaves invariant the constraint s, - s, = 1 in exact
algebra, however this is no more the case on a real CPU, where rounding errors are present (see,
e. g., [64] §2.4 for more details on the floating point arithmetic). The violation of the unit-length
constraint is almost certainly negligible after a single update, but the accumulation of rounding
errors can introduce a bias in the simulation. For this reason it is necessary, after a fixed number
of updates, to project back the variables on S%, using for example s, < 8,./|s,|.

Instead of using a local Metropolis update it is also possible to use a local heat-bath update. To
implement such an update we need to sample (for h = 0) the conditional probability distribution

P(sy) o< 6(sp - 8p — 1) exp (BJsy - Sy) . (6.3.7)

For this purpose it is convenient to decompose s, as a sum of a longitudinal component s and a
transverse component s, with respect to S, i. e.

T

SrZSHE—I—SL, with s, -S,=0. (6.3.8)

To generate s, using this decomposition we can first generate s| with distribution

P(s)) = /P(sr)dsJ_ , (6.3.9)

and then generate the remaining components using a uniform pdf on the (N — 1)-sphere of radius

(/1= sﬁ (some trigonometry is obviously needed to give these components the proper orientation

in the N-dimensional space). The probability P(SH) is given by (using a coordinate system in
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which 2y is directed along S;.)
P(S”) o< exp (BT s)|Sy|) /dxl . -/de,16(J;§ I sﬁ —1)
(o)
o exp (85| Sy ) / rN728(r% 4 sf — 1)dr o (6.3.10)
0

N

X exp (ﬁJSH |ST|) / y¥5(y + sﬁ — 1)dy = exp (ﬁJs” |ST|) (1-— sﬁ) = ,
0

where in the third step we used the change of variable y = r2. The case N = 3 is thus particularly
simple, since it is enough to sample an exponential distribution with s € [~1, 1], while for N # 3
an accept/reject von Neumann algorithm is generally required to sample the distribution P(SH).
Note, however, that the local heat-bath update is not particularly more efficient than the local
Metropolis update, especially when used together with the microcanonical update that we are now
going to introduce.

The basic idea of the micorcanonical method (sometimes also called overrelaxation) is to gen-
erate, using a deterministic procedure, a trial state s,. which is surely accepted by the Metropolis
test, and it is as far as possible from the previous state s,. If we remind that the energy of a
configuration is given by

E = —Js, - S, + (independent of s,) , (6.3.11)

it is simple to generate a trial state s, such that E’ < E: everything which does not increase
the relative angle between s, and S, will do the job (we are obviously assuming N > 2, so that
a continuous angle can be used). If we want s). to be as far as possible from s, the simplest
possibility is to change sign to the transverse (with respect to S,.) components of s,.: while in the
heat-bath update the most probable outcome is directed along S,., in the microcanonical update
we overshoot the minimum of the energy, generating a mirror image with respect to S, of the
original state®. In formulae

r° S’I‘)S’r‘ (37‘ : S’I‘)S’r‘ (Sr : S’I‘)S’r‘
S/ = (87 — | Sy — =2
" |Sx[? < ) Sy [? )

5.2 Sy . (6.3.12)
To avoid numerical errors it is convenient, when implementing this expression, to check that the
value of |S,| is not too small, e. g. it has be larger than 10~'2. If this is not the case the update
is aborted or a random vector is used for s..

Tt is simple to show that by applying twice the transformation Eq. (6.3.12) we come back to the
original configuration, i. e. s, — s, — s,. This property ensures the symmetry of the selection
matrix, and thus the possibility of using a Metropolis test; moreover, since by construction we have
8y - Sy = s, S, the Metropolis test is always passed and the new configuration always accepted.
Note however that the simple condition of being energy preserving is not a sufficient condition
for the update algorithm to be accepted with unit probability: if the symmetry condition is not
satisfied the Metropolis-Hastings algorithm has to be applied, and the acceptance probability does
not depend just on E' — E.

It is important to note that the microcanonical update does not generate an irreducible Markov
chain: since this update conserves the energy it can not connect two configurations with different
energies. Nevertheless the single site microcanonical update satisfies the detailed balance principle,
so it can be used together with local Metropolis or heat-bath updates to reduce the autocorrelation
time, and thus speed-up the simulation. Following the discussion of Sec. 3.3.3, a simple possibility
is to use a stochastic mixture of the different updates: after the extraction of a random number
r € [0,1) with uniform pdf, a complete update of the lattice using the local Metropolis or heat-
bath algorithm is performed if » < ¢, while a complete update of the lattice using the single site
microcanonical update is performed if 7 > e¢. The parameter € has to be fixed at the beginning

3The name overrelaxation originates from the similarity of this idea with the one used in the iterative solution
method for large linear systems known as Successive Overrelaxation Method (SOR), see, e. g. [65] §3.3.
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of the simulation, and it is usually convenient to have e < 0.2, i. e. to perform significantly more
microcanonical updates than Metropolis or heath-bath updates. Microcanoncial updates, being of
deterministic nature, are indeed associated with dynamical critical exponents close to one, z ~ 1,
while Metropolis and heat-bath updates, which behaves like diffusion processes, are associated with
dynamical critical exponents z ~ 2.

6.4 The cluster update for the Ising model

The cluster update (more precisely the “single” cluster update) that we are now going to introduce
is a nonlocal update scheme, in which a possibly large fraction of the sites change its value. For the
sake of the simplicity we discuss its application to the Ising model, but with minor modifications
it can be applied also to O(N) models, see [66].

The fundamental ingredient of the algorithm is the recipe to build the cluster. Roughly speak-
ing, the idea is to build a cluster of sites all having the same orientation (the same value of the
site variable), adding neighboring sites to the cluster with a probability P,q4q that is a parameter
of the algorithm. More precisely, at step 1 we initialize the cluster by using a randomly chosen
site 7 of the lattice, and we denote by C,, the set of sites added to the cluster at step n (hence
Cy = {r}). At step n+ 1, for each site  in C,, we add to the cluster, with probability P44, the
nearest neighbors of & having the same value of the site variable and that are not already in the
cluster. This process ends when an iteration 7 is reached at which no new sites are added to the
cluster (i. e. Cj is the empty set). It can happen that, at the step n + 1, a site y exists which has
the same orientation of the site r and it is nearest neighbor of several sites in C},; in this case the
site y has several chances of being added to the lattice, coming from different sites in C,,, and it
important to try them all.

It is important to stress that the way in which we described the algorithm to build the cluster
is not the most general one: what is really fundamental is that, once a site is added to the cluster,
all its nearest neighbor sites are (sooner or later) tested for joining the cluster, and that all the
possibilities of adding a site (e. g. coming from different neighboring sites) are examined. These
properties are automatically satisfied by the process described above, but this is by no means the
only way of satisfying them, the order in which the different sites are added to the cluster being
irrelevant.

A simple way to check if a given site has been already added to the cluster is to use an auxiliary
lattice; we can for example use a lattice with all the lattice variables initialized to zero, and set the
value at site & to one when the site x is added to the cluster. In this way the sentence “the site x
is not in the cluster” translates as “the variable at site x of the auxiliary lattice is zero”. Using this
trick it is simple to build the cluster with a recursive algorithm like that shown in Alg. (13). This
algorithm can be easily implemented in low level programming languages like C, Fortran or C++,
which allow for recursive functions to be defined, however such a recursive algorithm can lead to
a stack overflow for large lattices and low temperatures. In these cases the cluster to be built is

Algorithm 13 Function to recursively build the cluster starting from its first site

function BuILD(site x)
for all y nearest neighbor of x do
if s, = s and y is not already in the cluster then
if random number in [0, 1) with uniform pdf < P44 then
add y to the cluster
call BUILD(y)
end if
end if
end for
end function
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Algorithm 14 Algorithm to build the cluster starting from its first site without using recursion

Require: array cluster to store the cluster sites
r fist site of the cluster, cluster[0]=r
Notd = 0, Npew = gc =1
while 1,6 > Noig do
for p values in nyq < p < Npew do
for all x nearest neighbor of cluster[p] do
if x is not in the cluster and s; = s,- then
if random number in [0, 1) with uniform pdf < P,4q then
add x to the cluster
cluster[l.| = x
bo«—¥b.+1
end if
end if
end for
end for
Nold = Nnew
Npew = ‘ec

end while

very large, and its size could exceed that of the buffer used to store the recursion instructions in
the CPU, resulting in a segmentation fault at execution time.

A non recursive algorithm to build the cluster is shown in Alg. (14). Such an algorithm is
clearly less straightforward than the recursive one, but its logic is nevertheless quite simple, and
implements the building strategy described above. The auxiliary structures needed are the array
cluster, used to store the cluster sites, the cluster length /., and the two integers 1,4 and nyeq,
which are used to keep track of the sites recently added to the cluster: n,q is the cluster size
at the beginning of the previous step, while 7., is the cluster size at the beginning of present
Step; Nnew — Nstep 1S thus the number of sites that have been added to the cluster in the previous
step. In the first step the cluster is composed of only the site r, njew = € = 1 and ngg = 0
(this is obviously conventional, but it is useful to enter the “while” loop in its first occurrence).
The terminating condition nye. < Mg just means that in the previous step no sites have been
added to the cluster. If this is not the case we sweep the newly added sites, which are the one
corresponding to cluster[p] for nyq < p < Npew, and for each of these sites we test their nearest
neighbors. If any of these nearest neighbors is added to the cluster, its position is appended to the
cluster array, and we update the cluster size £.. After all nearest neighbors of the sites previously
added to the cluster have been tested, the values of 1,4 and n,e, are updated and the process
starts again, until the termination condition n,;q = npeyw is reached.

- - 4+ - - - 4+ + -

+
e
+ o+ |+

+
+

+ - - -+ + - - -+

Figure 6.3: Example of cluster update: in the left panel the initial configuration is represented,
and the region enclosed by the solid line is the cluster (obtained by using the algorithm described
in the main text). In the right panel we show the trial configuration, obtained by flipping all the
spins of the cluster.
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Once a cluster has been identified, the trial configuration is generated by flipping all the spins
of the cluster, as shown in Fig. (6.3) for the two dimensional case, and we now have to discuss
the probability for this trial configuration to be accepted. Let us start by noting that the simple
Metropolis algorithm is not applicable in the present case: the probability of selecting a cluster in
the original configuration is not the same as the probability of selecting the same cluster in the
trial configuration.

To verify this fact, let us denote by n. the number of bonds in the original configuration con-
necting cluster sites to sites outside the cluster having the same orientation (n. = 3 in Fig. (6.3)),
and by ng the number of bonds in the original configuration connecting cluster sites to sites outside
the cluster having different orientation (ng = 9 in Fig. (6.3)). Using the same notation of Sec. 3.3.1,
let us denote by A, the probability of selecting a given cluster in the configuration a: we have

Aba = Bn(l - ]Dadd)nc ) (641)

where P, is the total probability coming from the sites added to the cluster, and (1 — Pyqq)"e is
needed since n, attempt of adding some more sites to the cluster have been rejected. The specific
form of P;, depends, e. g. on which is the fist site that has been added to the cluster, but we will
not need to know it. After the cluster has been flipped, the probability of selecting again the same
cluster (starting from the same initial site) is

Aap = Pin(1 — Paga)™ (6.4.2)

since now the sites that we have to reject to get the same cluster boundaries are the ones connected
by ng bonds, which in the original configuration connected sites with different orientations (that
could not be added to the cluster) while now they connect sites with the same orientations and
could be added to the cluster.

We thus generically have Ay, # Ap, and the Metropolis-Hastings algorithm must be used,

which has acceptance probability
A,
min (1 ”7”’> , (6.4.3)

b
ApaTq

where 7, and 7, are Gibbs weights. In the specific case of the single cluster update we have

A, 1= P,yg)n
o _ (1= Paga)™imy (6.4.4)
Abaﬂ'a (1 - Padd)ncﬂ'a

The energy of the configuration b (the one in which the cluster has been flipped) differs from the
energy of the configuration a only because of the different orientations of the spins at the boundary
of the cluster (this should remind of the Peierls argument, see, e. g., [37] §14.3), hence

oy eBJ(na—ne)

= e =T (6:4.5)
and finally
% = (1 = Pagq)™e e e2P/ (namne) — ((1 - Padd)emJ)ndinﬁ . (6.4.6)
We thus see that if we chose Phqq in such a way that (1 — Pagq)e??’ =1, i. e.
Puga=1—e27 (6.4.7)

then the cluster flip is always accepted, and this is the value that (obviously) is used in simulations.

The Markov chain built as previously described satisfies by construction the detailed balance
with respect to the Gibbs weight, and before using the single cluster update in a simulation we
just need to show that this Markov chain is irreducible and aperiodic. Irreducibility is quite simple
to show: since we have a nonvanishing probability of always creating clusters composed of a single
site, and the starting seed of the cluster is selected with uniform pdf on the lattice, the proof of the
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irreducibility is the same as for the local Metropolis update. Aperiodicity requires just a little more
care, as cluster flips are accepted with probability 1. Since all the states of an irreducible Markov
chain have the same period, it is enough to show that a specific configuration has period equal to
one. Let us consider the completely polarized configuration and study its recurrence times. One
possible recurrence is the following

site r is selected to start the cluster,

the cluster composed of the only site r is selected,
site r is flipped,

site r is selected as cluster,

site r is flipped.

CU oo =

Note that in step 4. (unlike in step 2.) the cluster is surely coincident with the site 7, since the
starting configuration was completely polarized, and after the spin flip (point 3.) the site r has
orientation different from that of all the other sites of the lattice. We have thus seen that 2 is a
recurrence time for the completely polarized configuration. A possible path of length 3 that starts
from (and arrives to) the completely polarized configuration is

site r is selected to start the cluster,

the cluster composed of the only site r is selected,

site r is flipped,

site  (which is a nearerst neighbor of r) is selected to start the cluster,
the cluster composed of the only site x is selected,

site x is flipped,

site r is selected to start the cluster,

the cluster composed sites r» and x is selected,

sites » and x are flipped.

© X NI W

Since we have shown that 2 and 3 are possible recurrence times for the totally polarized configu-
ration, and GCD{2, 3} = 1, the Markov chain is aperiodic.

We close this section by signaling that when using the cluster update we not only have very
small autocorrelation times close to second order phase transitions, but we also have the possibility
of using “improved” estimators for some observables, like the magnetic susceptibility. Improved
estimators (see also Sec. 18.5) are quantities which have the same statistical averages of the standard
observables but smaller variances, hence smaller statistical errors, see [67].
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Chapter 7

Appendices to Part 11

7.A Critical properties of some commonly used models

Ising model in D =2

1
Be = 5 log(1+ V2) = 0.44068679350077151262 ;v =1; y=T/4: B=1/8
See, e. g. [45] §2 for a quick presentation or [39] for many more details. The Binder cumulant
is defined by U = 2>>2,

1.1679227(4), sce [52].

and its critical values is (with periodic boundary conditions) U; =

Ising model in D =3

v 2
5 49] | 0.63002(10) 49] | 1.23719(21)
c 68] | 0.629912(36) 68] | 1.23708(33)
(68] | 0.221654626(5) 69] | 0.6299710(40) 69] | 1.2370752(79)
70] | 0.62997097(12) 70] | 1.23707549(27)
4 U (pbe)
Us = {2 [49] | 1.6036(1)
[68] | 1.60356(15)
XY/O(2) model in D =3
Be y "
(ORI N v i AR E21E
73] | 0.67169(7) 73] | 1.31778(15)
(73] | 0.45416474(10)(7)  —7=1G 67i75(10) 73] | 1.31786(20)
[74] | 0.45416476(10) ' '
(m*)?) (pbc>
[73] | 1. 24296(8)
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Heisenberg/0O(3) model in D =3

v gl
B. [77] [ 0.7112(5) [77] | 1.3960(9)
[76] | 0.6930(1) [78] | 0.7116(10) [78] | 1.3963(20)
[71] | 0.693001(10) [79] | 0.71164(10) [79] | 1.39635(20)
[80] | 0.71163(41) [80] | 1.39641(81)

- U; (pbe)

Uy = {00) 77] | 1.1394(1)(2)
78] | 1.1394(3)

7.B Benchmark for the two dimensional Ising model

Notation: 5 ) )
ezﬁ:—ﬁZsmsy, m:ﬁZsm, Z:Ze_ﬁE
(z,y) z {s}

B (e) €)= | (m) | (m*) —(m)* (m?) (m*)/(m?)?*
0.000000 | 0.000000 0.125000 0.196381 0.023935 0.062500 2.875000
0.040000 | -0.080345 0.126629 0.214653 0.027778 0.073854 2.828513
0.080000 | -0.162853 0.131884 0.236667 0.032676 0.088687 2.764772
0.120000 | -0.250180 0.141970 0.263841 0.039009 0.108621 2.675390
0.160000 | -0.346083 0.159164 0.298240 0.047234 0.136181 2.549494
0.200000 | -0.456135 0.186791 0.342766 0.057711 0.175199 2.376421
0.240000 | -0.588063 0.227799 0.401043 0.070127 0.230963 2.153343
0.280000 | -0.750199 0.279986 0.476252 0.082324 0.309140 1.895476
0.320000 | -0.945770 0.328503 0.568067 0.089330 0.412030 1.637480
0.360000 | -1.164138 0.346650 0.668913 0.085439 0.532884 1.417313
0.400000 | -1.379116 0.317389 0.764712 0.070041 0.654826 1.255417
0.440000 | -1.562847 0.253310 0.842716 0.049605 0.759774 1.149801
0.480000 | -1.702039 0.182647 0.898543 0.031509 0.838888 1.086344
0.520000 | -1.799371 0.124279 0.935246 0.018805 0.893490 1.049937
0.560000 | -1.864728 0.082608 0.958399 0.010970 0.929498 1.029392
0.600000 | -1.908070 0.054784 0.972867 0.006427 0.952898 1.017739
0.640000 | -1.936904 0.036620 0.981994 0.003841 0.968152 1.011005
0.680000 | -1.956281 0.024762 0.987853 0.002357 0.978211 1.007009
0.720000 | -1.969454 0.016939 0.991690 0.001486 0.984936 1.004570
0.760000 | -1.978511 0.011708 0.994250 0.000961 0.989494 1.003040
0.800000 | -1.984798 0.008163 0.995984 0.000636 0.992620 1.002055

Table 7.1: Values computed by enumeration on the lattice 4% with periodic boundary conditions
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Part 1V

The study of path-integrals in
quantum field theories
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Chapter 13

Statistical quantum field theory
and path-integrals

In this and in the following chapters we will mainly use the free scalar field as an example to
develop the theory, but almost nothing would change by adding also an interaction term in most
of the cases.

13.1 Path-integral formulation of the free scalar field

The Lagrangian of a free scalar field in D space-time dimensions is (in Minkowski metric and with
natural units i = c = 1)

L= /dD*1x£ , L= % POt P — %m2¢>2 , (13.1.1)

and the equation of motion is easily shown to be 9,,0*¢ + m2¢ = 0. The conjugate momentum of
the variable ¢(t, x) is

oL

and the Hamiltonian is thus
1

_ 1
H:/dD 2 H H:§w§+§(v¢)2+

1
§m2¢)2 . (13.1.3)

In order to refer back to the QM case discussed in Sec. 8 let us introduce a lattice spacing a
for the D — 1 spatial directions, in such a way that (we always assume the volume to be finite, for

concreteness)

1 1 x+ai — Px ? 1 -
L~ 3 zm:aD_l(at¢m)2 3 Z Z aPt (W) ~3 ;aD tm? (13.1.4)

x p>0

where ¢, stands for ¢(t,x) (time is implied), j is the versor of the u-th direction (with time
corresponding to ¢ = 0), and we used the discretization 0,¢(t, x) ~ (¢m+aﬂ - (j)w)/a for p > 0.
This is now the Lagrangian of a system with a finite number of degrees of freedom, the conjugate
momentum of ¢, is

oL
P = 9016

7e(x), and the discretized Hamiltonian is

=aP 101y , (13.1.5)

which corresponds to py = aP~!

1 p2 1 D—1 ¢m+aﬂ_¢w 2 1 D—-1,_2 2
CEE IR S ) WLl (TS IR D Sl e

x pu>0
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To write a path-integral formulation of the partition function of the system we introduce the
states |¢z), eigenstates of the discrete field operator ¢4 (t = 0) (note that [¢g, ¢y] = 0, hence the
operators corresponding to all the positions can be diagonalized simultaneously). The starting

point is obviously
Z(B)=Tre "M =" {Hm} e H {H |¢m>} : (13.1.7)

where the sum extends on all the states [[, |¢z) of the system. As in the QM case we write
e PH = (¢=BH/N)N "with N a large natural number, and we assume for the sake of the simplicity
that a = §/N, in such a way that the temporal and the spatial lattice spacings are equal. We then
insert NV — 1 resolutions of the identity

/{Hd%}H%M%I =1 (13.1.8)

inside the trace, and to keep track of the integration variables we introduce the notation \qb(mt )> for
the integration variables at time ¢t = 0,a,...,a(N — 1), where ¢t = 0 variables are those used in
Eq. (13.1.7). In this way we obtain a product of terms of the form

{H<¢g+a>} -at {H ¢<;>>} - {H<¢g+a>|} {H ¢<;>>} _

= e~V L) {H<¢g+a)|}exp <_Z 20D 2) {HW ) }

xT

(13.1.9)

where V is the potential energy term, and T is the kinetic energy term. We can now introduce the
momentum eigenvectors |p) and |k):

(U |ePa/ (2077 p0)y — / dpdk(¢{+9 p) (ple =/ a7 1) (k| p0) =

ipgl T - kgl
:/7‘3 e g — k) = dpdk =

) D [ glta) _ 40
— —V2maP2exp |- u ,
2m 2 a

where in the last step we obviously used [ O p—at’+Btqy — NG ¢#?/(42)  This result is completely
analogous to the one obtained in QM (see Sec 8), but for an important detail: for D > 1 the value
of ¢(t+ does not generically converge to an(Et )
singular than QM configurations.

Putting all the pieces together, and neglecting proportionality factors, we obtain

(t) p |1 (68t —of ’
ZB) < Y {gd%}exp —%‘a 2(@ >+

o5 ="

(13.1.10)

when a — 0, and QFT configurations are much more

(13.1.11)

(t_)i_ _ (zt) 1
T3 Z( e ) §m2(¢§f))2 ;

M>O

where the sum extends on all configurations which satisfy the constraint ¢(m0) = quf ) for all x
values. By formally sending a — 0 we obtain the path-integral expression

2= | Do(t, 2))e 5=l | (13.1.12)
(0,2)=¢(B,x)
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where a (divergent) numerical factor has been absorbed in the definition of the integration measure
[D¢], and the Euclidean action Sg[¢] is given by

A 1., 1 1
:/O dt/dD_lx <2¢2 - 5(ngs)2 - 2m2¢2) : (13.1.13)

The Euclidean action Sg is formally obtained from the real-time action S = [ d¢ L by performing
the substitution ¢ — —i7, which transforms iS — —SEg.

It should be clear that for an interacting field with potential V(¢) the only modification that
is needed in Eq. (13.1.13) is $m?¢? — V(¢) in the Euclidean action.

13.2 Discretization of the scalar field

Exactly as in Sec. 8, the thermal average of an observable O[¢] depending on the field operator ¢,
but independent of the momenta 74, can be rewritten in the form

Tr(Oe=PH) f¢(02) »(3 z)[D¢(t z)|0[gle™ 5= 1¢]
Tl )~ Dot e

(O[¢]) = (13.2.1)

f¢>(07w):¢(,@7w)
. e SEl¢l[Dg] - . . .
and we can interpret —————" as a probability density function. In order to perform a MC esti-
mation of (O) we have to discretize the Euclidean action, approximating it with a sum depending
on a finite number of variables.

We denote by a the lattice spacing in the temporal and spatial directions (we are thus using a
isotropic discretization), and we denote by ¢,, the value of ¢(t,x) (note that n is a point of the
D-dimensional space-time lattice and it entries are dimensionless: (¢, ) ~ an); as already done in
Sec. 13.1 we approximate derivatives by their so called forward lattice counterparts:

¢n+u ¢n.

a

0o (t, @) — 0 by, = (13.2.2)
In order to write the lattice action in dimensionless form it is usual, in QFT, to rescale all the
quantities by the appropriate powers of the lattice spacing a, and dimensionless quantities will
be denoted by a * symbol. Since in D-dimensional space we have [¢p] = (D — 2)/2, we introduce
q@n = aP=2/2¢,, and 7 = am. With these notations the discrete Euclidean lattice action can be
written in the form

SL = = Za —n 2¢2 + Z ¢n+,u @gm)Q =
u,>0
(13.2.3)
1 . - PN 1 - .
=52 (W +2D)d =23 Gnonin =5 > bnknids .
n ©n>0 n,J
where the symmetric kernel K is defined by

Kpj=106n; =Y (Ontig +0n-jpj— 20n;) , (13.2.4)

n>0

and the partition function is given by

Z(8) = / (qu@n> e St . (13.2.5)

To approach the continuum limit we have to send a — 0 at fixed physical mass m, hence in term of
the dimensionless coupling entering Sy, the continuum limit corresponds to m — 0. Note that for
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interacting theories the relation between m and m is nontrivial; we will come back to the definition
of the continuum limit for a generic interacting theory after having discussed the spectrum of
QFTs, in Sec. 14.2.

To convince ourselves that Eq. (13.2.3) is a proper discretization of the Euclidean action, we can study the
behavior of the lattice propagator in the a — 0 limit, to verify that the correct continuum expression is recovered.
Given a function fp, defined on the sites of a lattice with periodic boundary conditions, we can define its lattice
Fourier transform by

fo=>Y e ®"fn, (13.2.6)

where the components of the dimensionless momentum p can only take the values p, = i,—"bu, Ny = L, /a is the
,L

number of sites of the lattice in the u-th direction, and b, = 0,1,... N, — 1. In the solid-state terminology p is a
vector in the first Brillouin zone of the reciprocal lattice. The inverse lattice Fourier transform is given by

fn = E > Py, (13.2.7)
4 P

where the sum extends on all momenta in the first Brillouin zone, and V = I1, Ny is the number of sites of the
lattice. To show that Eq. (13.2.7) is the inverse of Eq. (13.2.6) we can proceed as follows: if k is a vector in the first
Brillouin zone, and d a generic lattice point, by using translation invariance we have

eik.dzeik.r _ Zeik~(r+d) _ Zeik-r ) (13.2.8)
r r r

Since d is a generic lattice point, we can have e’*'¢ = 1 only if k = 0, hence

> ek T =Vero (13.2.9)
™
and analogously
> P =Ving . (13.2.10)
P
Using these identities we have
1 ; x 1 ) )
= Zezp-nfp = — Zelpnn, Ze—lp'mfm = Z‘snfm,ofm _ fn , (13211)
V5 V5 povy povy

which proves Eq. (13.2.7).
Using Eq. (13.2.10) to rewrite the ds in the definition of Ky, ; in Eq. (13.2.4) we have

Knj= %Z 2 = 3 (P 4 e~ _9) b eip(n=d) =
P ©n>0

(13.2.12)
= Y2 Y @eos(p) —2) PN = 25 4 3 asin? (B2 e in)
4 P n>0 4 P ©n>0 2
where we used cos(a) = 1 — 2sin?(a/2) in the last step. It is now simple to verify that
1 1 ) .
K, . — = etP (n=3) 13.2.13
K = X s 2y () 8219
indeed, defining K(p) = m? + 2450 45sin? (%), we have (using Egs. (13.2.9)-(13.2.10))
1 ; 1 1 .
Z Kan(K™ np = Z = Z K(p;)ePr(m—a) — Z ——_e'P2r(bn) —
oy = Vo, Vi K(p2) (13.2.14)
-2 Z ’C(Pl)éfsp po P07 =55, ;
- 1-P2 - Ya,b -
V pime K(p2)

We now have to rewrite the lattice propagator in physical units, and see what happens in the limit a — 0. In
this limit we have demdDy ~a?P hence from

n,j°
7 2 D-2 2, HKnj
D OnKnjds =D 0P onKn 65 =3 a*Pon—7t50; (13.2.15)
n,j n,j n,Jj
we see that ;;"Jrjz is the kernel with the correct dimensionality, which should converge to K(z,y) (we denote here

by @ a point of the Euclidean space-time). The continuum propagator K ~1(y, z) is defined by the equation

/dDyK(m,y)K’l(y,Z) =iz -y, (13.2.16)
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and close to the continuum we have g ~ aDJ(a: — z). The lattice propagator with the correct dimensionality is

thus
1 1 1

- V aD—2 zp: m2 +ZMZO4sin2 (%)
Iy 1
V4l m? 43,50 oy sin® (52)

P (n—j) —

([(71)nj
(13.2.17)

etea (n—3g)

where in the last equality we introduced the dimensionfull (D-)momentum g = p/a. In the limit @ — 0 the sum on
the first Brillouin zone becomes

g D 7/a D
iz e/ d7p _ aD/ d7a (13.2.18)
174 P - (27T)D —7/a (27T)D

where the integration region of the last integral is the cube (—m/a,7/a)P. Hence

(K™ Ypi — /ﬁ/a d%q ! i (@-v) (13.2.19)
n . a . r“a
T ere @GP m2 £ 30 & sin? (T51)

To conclude it is sufficient to note that in the first Brillouin zone sin(ag,/2) vanishes only for g, = 0, hence in the
limit @ — 0 we can expand using |ag, | < 7 (since otherwise the denominator would diverge), and finally obtain the
standard continuum result

D
Kl = [SL_ 1 liaew (13.2.20)
W) emPm? g ' -

It is not difficult to show that not all the possible discretizations of the free scalar action produce
the correct continuum limit. In particular, let us investigate what happens by using the lattice
symmetric discretization of the derivative instead of the lattice forward discretization:

0ud(t, @) = 05 dp = % : (13.2.21)

Using the symmetric discretization it is immediate to see that the lattice action takes the form

U5 L s LS (s i) =

n>0

— 58 (45 ) 2 5 s

n>0

St

(13.2.22)

and this action has a peculiar property: it is the sum of 2P independent contributions. Let us
discuss, for the sake of the simplicity, the D = 2 case, but everything can be clearly extended to
the general case. The D = 2 lattice can be decomposed as the union of 4 sub-lattices, identified by
the parity of the components of the lattice sites. For example, the sub-lattice (e, e) is the one in
which all the lattice sites have even components, while the points of the sub-lattice (e, 0) have the
first component which is even and the second that is odd. While this decomposition is obviously
independent of the discretization adopted, the peculiarity of the discretization in Eq. (13.2.22) is
that the variables of the different sub-lattices are decoupled from each other. This is probably
more clearly seen if we use the identity (valid for any value of )

2

> (a?nm — an—ﬁ>2 => (énm - ésn) (13.2.23)

to rewrite Sy, in the equivalent form

121 1 - 2 \2
Sp=5 Y iy (Fnt2i—dn) ¢ - (13.2.24)
n n>0
from which it should be clear that only sites with the same parity interact with each other. Since

the action is the sum of four independent and identical components, the partition function is the
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fourth-power of the sub-lattice partition function:

Z(B) = Ziooy(B) s Ze,)(B [T ddneSco . (13.2.25)

ne(e,e)

Note now that the action in Eq. (13.2.24), restricted to one of the sub-lattices, has exactly the same
form of Eq. (13.2.3), since in the sub-lattice the distance between two next-neighboring sites is 2a
instead of a: the lattice action written using the symmetric lattice derivative is thus equivalent, in
each sub-space, to the discretization carried out using the forward lattice derivative. For this reason
we expect the action Eq. (13.2.24) to describe, in the continuum, 4 (in general 2”) independent
scalar particles (known as “doublers”), instead of just one.

While for the scalar field case the symmetric discretization can appear quite pathological and
unnatural, a similar problem is present in all fermionic discretizations which preserves chiral sym-

metry, see, e. g., [81] §4, [82] §4 [83] §13.

The ex1stence of doublers can be seen also by performlng the continuum limit of the lattice propagator: the
action in Eq. (13.2.22) can be written in the form 2 32 m.j én n]d)J, with the kernel

Knj=m%8, 5+ i Z (20,5 — 6nt2p, — On—2p5) - (13.2.26)
n
This can be written in Fourier transform (by using Egs. (13.2.9)-(13.2.10)) as

Knj= éz {m2 + i Z (2 — e¥Pr — 7 i2Pu) } eiP(n=i) —
P u

(13.2.27)

1 2 in2 ip-(n—3j)
— m* + sin“p,, p P "7

where we used 2 — 2 cos(2a) = 4sin? a. By proceeding exactly as done in the case of the forward discretization we
obtain for the propagator in the a — 0 limit the expression

T/a qu 1 iolm
/ 5T — ela@=y) (13.2.28)
—x/a (2m)P m2 + = Z# sin®(aqu)

The function sin(ag,,) vanishes not only for g;, = 0 but also at the boundaries of the first Brillouin zone (note that

gu = +7/a and —7/a are in fact the same value, due to periodic boundary conditions), and in total there are 2P
zeros. Developing sin(ag,) close to one of these zeros we get the propagator of a scalar field in the continuum, thus

the symmetric discretization generates 2P independent scalar fields in the continuum.

13.3 Simulation of the lattice scalar field

To simulate the theory with Euclidean lattice action Eq. (13.2.3) it is convenient to rewrite the
action in the form

St = % {(m2 +2D)¢2 — QQZA)nSn} + independent, of ¢y, , (13.3.1)

where we introduced the notation

= Z ((Zgn-i-ﬂ + an—ﬂ) (13.3.2)

for the sum of the scalar variables in the next-neighbors of the site n.
The more general update scheme that can be used is the simple Metropolis algorithm: after
having selected the lattice site » we generate the trial variable ¢!, by using

¢ = ¢p + A(2rand — 1), (13.3.3)

where “rand” is a random number with uniform pdf in [0,1), and A is a fixed number. Such a
trial state is accepted or rejected with probability exp(—ASy), where ASy, = Sy [¢!] — Sr[¢], and
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the parameter A is selected in such a way that the average acceptance probability is neither too
small not too close to 1. This algorithm is clearly irreducible, since any value of ngSn can be reached
in a finite number of steps, and it is aperiodic since there is the possibility that the state is not
changed!. The site r can be selected in two different ways: by randomly selecting a site of the
lattice with uniform pdf, or by performing a deterministic sweep of all the lattice sites. In the
first case the algorithm satisfies the detailed balance condition, while only the balance condition is
fulfilled in the second case, see Sec. 3.3.3 and the discussion in Sec. 6.1. The Metropolis update can
obviously be adopted also when studying interacting theories: we only have to use the interacting
action instead of the free action when computing AS.

When studying the free theory it is also easy to implement the heat-bath and microcanonical
updates. The conditional pdf of the variable én is indeed proportional to

- m? + 2D -, m2+2D [ - Sn 2
exp (¢ S, 5 qbn) o< exp 5 (¢ m2+2D> (13.3.4)

i. e. a Gaussian pdf with average p = mfﬁ and standard deviation o = ﬁ7 and such a
distribution can be easily sampled using the Box-Muller algorithm (see Sec. 2.3). The microcanon-

ical update is obtained by selecting for the site variable ¢,, a value which is obtained by reflecting
with respect to u the original value:

Sn

oD bn (13.3.5)

¢3n — 2
It is immediate to verify that such a transformation is involutive and does not change the Euclidean
action, hence it is a legitimate microcanonical step (see the analogous discussion in Sec. 6.3). It
is possible to extend the heat-bath and microcanonical algorithms also to the case of interacting
theories, however in the interacting case a von Neumann accept/reject step (see Sec. 2.4) is typically
required in the heat-bath to sample the conditional pdf, and the numerical solution of a nonlinear
equation is needed to obtain the value to be used in the microcanonical step.

When we introduced Eq. (13.2.3), approximating the continuum derivative with its forward
lattice form, we neglected O(a?) terms, so it is natural to expect average values to converge to
their continuum limits with O(a?) corrections. This is indeed what happens, apart from the
renormalizations required by some observables, that will be discussed in Chap. 15.

I This sentence would obviously require more care, since single points have zero measure. From the operative
point of view, R is represented on any physical CPU by a large but finite number of points, so this problem does
not exist in practice.
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Chapter 14

MCMC in quantum field theory:
spectrum

14.1 Spectrum computation

Let us briefly recall what was found in quantum mechanics assuming the presence only of a discrete
spectrum (see Sec. 10): given an Hermitian operator O, if we define O(1) = e#7Oe™H7 (which is
the analytic continuation under ¢ — —i7 of the Heisenberg representation O(t) = e!#*Oe~"Ht) we
have in the zero temperature limit!

(0(1)0(0)) = (0)* = {0le"" O™ 0]0) — (0|0]0)* =
=D (0l Oe™ T In)(n|0]0) — (0[0]0)* =) _ e~ En=ET|(n]OJ0) > - (0]0]0)* =

(14.1.1)
=D BRI mIO0) T e BT @lojo)
n>0
where in the last step we introduced the notation
7 = min{n € N such that (n|O|0) # 0} , (14.1.2)

and the large (Euclidean) time limit generally means (En41 — Eo)7 > (Es — Ep)7. From the large
time behavior of the O correlator we can thus estimate the energy gap between the n-th state and
the fundamental state.

In a quantum field theory the single particle states have energies \/m?2 + p2, hence the spectrum
is always continuum, moreover also multiparticle states exist, which also have continuous spectra.
For these reasons some complications arise in the QFT case with respect to the QM case.

Let us start by studying the single particle case, considering for the sake of the simplicity the
example of a free scalar Hermitian field: we have in Minkowski space-time

dD—l 1 ) )
o(t,x) = / (71”7 (ape—l(Epf—P‘”) +a;e+’<Evt—P'w>) , (14.1.3)

2m)P=1 . RF,

where

[ap, al] = (2m)P~16(p — k) . (14.1.4)

Simulation are carried out in a finite volume system of linear extent L, and the state with the
smallest nonvanishing momentum (assuming periodic b. ¢.) has energy \/m? + p2 . with p,,;,, =

1We assume, as usual, the states to be ordered in such a way that Eg < E1 < B < ---.
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(27/L,0,...,0). The energy of the first excited state above the vacuum (E(®) = 0, conventionally)
is thus BV =m (corresponding to p = 0), and the energy of the second excited state is

472 22
b0 B (2 20 1413

To correctly estimate the gap E(Y) — E(©) = m between the fundamental and the first excited state
using Eq. (14.1.1), we need to use values of 7 such that exp[—(E?) —E©))7] <« exp[—(E®) —E©)7],
hence 7 > %L. If we want finite volume effect to be negligible we need to use mL > 1, hence
the previous relation imply that we have to study the correlator for times 7 > L > 1/m. This is
however unfeasible, since the correlator approaches zero with a timescale ~ 1/m, and the physical
signal would be completely hidden by statistical errors.

The presence of the continuous spectrum (or of almost-degenerate states in a finite volume)
generates power-law corrections in the large distance behavior of Euclidean correlators. A simple

example is provided by the free Euclidean propagator

dPk eik-(m—y)

Gz, y) = (d(@)o(y)) = / ATk Y (14.1.6)

@m0 m2 + k2

which has the large distance behavior?

1

G(x,y) @ — gy D2°

—mlz—yl (14.1.7)

Note that D = 1 corresponds to QM, and in this case the behavior is exponential, as in Eq. (14.1.1).

Let us show that Eq. (14.1.7) is indeed the asymptotic behavior of Eq. (14.1.6): we introduce the Schwinger
proper time ¢:

dPk etk (z—y) 1 R . 2,2
Gz, y) = - de/ dt etk (@—y)—t(m”+k%) 14.1.8
(@) / 2m)D mZ k2 (2m)D / o ¢ (14.1.8)

and by using fdze*azszz = \/%ebz/(m) for each component of k we get

1 %) 7\ D/2 1 2 2 7TD/2 oo
Gla,y) = —— [ e (T)77 e dele-ul=em? _ / dtef® 14.1.9
@) (2m)P /0 (t) ¢ emp J, ° ( )
where we defined L I
f(t) = —tm? — 47|w —y2 - 5 log(t) . (14.1.10)

When |z — y| > 1/m we can estimate the asymptotic behavior of this integral by using the Laplace method, see,
e. g., [84] §2.4 or [85] §6.4. When |z — y| > 1/m the equation f’(t) = 0 has positive solution ¢ ~ ﬁ\m -y,
moreover 5
D x—y am

1) = —mla —yl ~ 2 1og 12—

"(#) ~ — 14.1.11
5 oo @ ey ( )
hence
7rD/2 oo N1 2 7rD/2 ot
Gew) ~ fop )D/ e/ OFH OO0 - Bl | e
™ — s
* (14.1.12)

D—1

~ L (L) C——
2m \ 27|z — y|

To avoid contaminations from the single particle continuum states it is customary to project
field operators on fixed momentum states: given an operator O(t, x) we define the operator Oy/(t)
by means of a Fourier transform on spatial variables:

O(t) = /delxe““'mO(t,m) . (14.1.13)

Since O(t,z) = €®PO(t,0)e”®P, we have (0|O(t,z)|p) = e "P*(0|0O(t,0)|p), and the matrix
element (0|Og(t)|p) is proportional to §(k — p). Hence all the almost degenerate single particle

2This large distance behavior is just the Ornstein-Zernike form of non-critical correlators with & = 1/m, see
Eq. (5.2.9).
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states with k =~ p do not contribute to the correlators of Oy. Note that this is true whenever
translation invariance holds, not only for free fields.
Projecting the free field operator ¢ on fixed momentum states we get (in Minkowski space-time)

Og(t) = /dDilxeik"”qb(t,w) =
, dpP-1 1 . ,
:/dD—lxezk-m /(723 (ape—l(Ept—p-z)_~_a;€+l(Ept—p.m)) _ (14114)

2m)P=1 | 2F,
1

_ —iEgt t _+iEkt
_7(a,ke k' +ae ’“) ,

V2Ex

and it is simple to verify that no power-law corrections are present in the large time behavior of
the Euclidean temporal correlator of these operators: using the fact that in the Euclidean time we
have O(7) = efI7O(0)e= 57, we get for 7 > 0

(05(1)0p(0)) = ("7Of(0)e™H70,(0)) =

1 1
= ——=——(0lage”"""a}|0) = (2m)""'6(q — p) 5T,

2/ EpEq 2Ep

where in the last step we used the fact that aL|O> is an eigenstate of the free Hamiltonian H with
eigenvalue Ey,, and the canonical commutation relations. The same conclusion can be reached by
using the explicit form of the propagator:

(14.1.15)

(041050 = { [ s 0=0(r,) [ a2 tyervso.y)) -

Dy, ikor ik (z—
:/dD—lx/dD—lyeip.y_iq.m/ dPk etkoreik (x—y) _
2m)P m2 + kg + k°

6ikgT

_/ o (2m)P~1o(q — k)(2m)Po(p — k) 55— =
- @enP e P e TR kR

(14.1.16)

epr‘r
;
2F,

dko eikg-r
(27) m? + k3 + p?

= (2W)D’15(q—p)/ = (2m)P1(p - q)
where the last integral has been computed using the residue theorem, closing the integral in the
upper half-plane since 7 > 0.

On the lattice the integral entering the spatial Fourier transform at fixed time becomes a sum
on the lattice points of a given time-slice, and only the vectors of the first Brillouin zone are
legitimate momenta. On a finite lattice the spatial § function is smoothed as

@2m)P715(p—q) = SpgVe, Va= ][ N, (14.1.17)
n>0

where N, is the lattice extent in the p-th direction (time corresponds to p = 0), and V, is the
number of sites in any lattice time-slice. For this reason the momentum projected operators are
usually normalized on the lattice as follows

! > €PmO(ng,n) (14.1.18)

\/‘78 neEngt.s.

where the sum extends on all the points of the ng-th time-slice of the lattice, and the (D — 1)-
dimensional vector n denotes the spatial components of each of these points. The correlators of
these fields are often called “wall-wall” correlators, since Op(ng) is computed by summing on the
wall at fixed ng.

Op(no) =
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We have seen that momentum projected operators remove the almost degenerate contributions
of unwanted single particle states, however multiparticle contributions cannot be removed in this

way: for example, in the free case the state a;;fpa;\O) has momentum k but energy

) Vm2+ (k—p)2 + /m?+p? (14.1.19)

k—p,p

depending on the value of p. In free field theories these states can not be reached from the
ground state by using just one insertion of the field operator, but this is not the case in interacting
quantum field theories (see, e. g., [46] §6.9 or [86] §10.7 for the Kéllen-Lehmann representation of
the interacting propagator).

Note that this problem is not particularly serious if we are interested just in studying the
mass-gap, since the two particle states have energy > 2m, hence a finite energy gap separates
them from the single particle zero-momentum states of energy m. In QM an analogous situation is
encountered when studying the bound states of a potential which also supports scattering states.
Two particle states are instead problematic if we are interested in studying single particle states
with p? > 3m? (e. g. to verify the form of the dispersion relation), since in this case we need to study
energies above the two-particle threshold, and almost degenerate two-particle states contribute to
the matrix elements.

For the study of single particle states below the two-particle threshold, all the techniques that
have been introduced in Sec. 10 to study the large time behavior of two point functions in QM can
be used to study the large time behavior of correlation function of fixed momentum operators.

14.2 How to perform the continuum limit

When discussing the discretization of the free scalar field in Sec. 13.2 we noted that the continuum
limit is approached as m — 0. This is quite trivial, since in the free case we know from the
beginning the mass value m, and m = am. Moreover, as in QM, the approach to the continuum
limit can be seen as the approach to a critical point: the large time behavior of the appropriate
correlator is proportional to e~™7, which on the lattice becomes e~""0  where ng = 7/a is the
euclidean time in lattice units (i. e. the number of lattice slides between the two walls of the wall-
wall correlator). In the limit a — 0 at fixed m, we have /m — 0 and thus the lattice correlation
length é = 1/7 diverges. Let us explicitly note that the lattice size has to be increased while
approaching the continuum limit: if we are interested in infinte volume quantities we have to use
Nu/é = L,m > 1 (N, is the number of sites in the p-th direction, L, = aN,), but even if we are
interested in finite volume QFT we have to keep L,m fixed, which means that N,, — co as m — 0
(this limit corresponds to the FSS limit of Sec. 5.4).

The same conclusions can be reached in an interacting theory: by measuring the correlation
function of appropriate (momentum projected) interpolating operator we can estimate the dimen-
sionless mass 7 (i. e. the mass in lattice units) of a given state, which can for example be the
mass in lattice units of a glueball state with given spin, parity and charge conjugation properties
in Yang-Mills theory. By changing the simulation parameters we can change the value of m, and
in particular we have to find a set of parameters for which /m — 0, which correspond to a critical
point of the lattice model. We then interpret m — 0 as a — 0 at fixed physical mass. With respect
to the free case the difficulty is that /m is not a parameter that can be directly tuned, since it
can only be estimated a posteriori, after the simulation. Note that this is the case also if a mass
parameter M enters the lattice action, as for the interacting scalar field: the parameter mg is the
equivalent of the bare mass in continuum QFT, which is related in a nontrivial way to the physical
mass.

The procedure to extract physical information form lattice simulations is thus the following:
we measure the mass in lattice unit of a given state, let it be M, and perform several simulations
to approach the limit m; — 0. In the meantime we also measure the mass in lattice unit of a
second state, let it be ma. If mo/m; — «, with 0 < a < oo, when 1m; — 0 then we predict
that in the continuum limit mso/m; = a. It should be clear that in this way we can only predict
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ratio of physical masses. In particular, a standard procedure is to fix the value of m; to its known
physical value (obviously this can be done only when simulating a theory with a direct experimental
counterpart), measure 7; in a simulation, and extract the lattice spacing a = 7h;/m; in physical
units. This procedure is usually called scale setting, and can be interpreted as a nonperturbative
renormalization of the lattice regularized QFT. Once the value in physical units of a is known we
can convert all the lattice masses to physical masses. This is obviously equivalent to compute mass
ratios with respect to a given reference mass.

When several parameters enter the theory, like the quark masses, several lattice quantities (e. g.
meson masses) have to be measured to set all the parameters, and the continuum limit has to be
performed keeping constant the ratios of these masses. This requirement identifies the so called
“lines of constant physics”. If, for example, we study QCD in the isospin symmetric limit, we have
to fix the lattice spacing and the lattice masses m, = mqy and m, of the up, down and strange
quarks. The lattice spacing a is typically determined by using observables related to the static
potential between color sources, and once a has been fixed, the quantities m,, and Mg entering the
action have to be tuned to reproduce, e. g., the physical values of the 77 and KT masses. Once
these 3 numbers (lattice spacing and bare quark masses) have been fixed, we can predict the mass
of the other mesons or baryons. The whole procedure has then to be repeated by decreasing the
lattice spacing, in order to extract the continuum limit.

Let us note explicitly that we have so far implicitly assumed that

e the continuum limit of a given lattice model exists,
e we know which QFT emerges when approaching the continuum limit of a give lattice model,

but life is not always that easy. Let us assume that we are interested in studying the nonperturbative properties of
a specific QFT. We have first of all to discretize the Euclidean action of this QFT, then to numerically simulate it,
looking for critical points. Several possibilities can happen:

1. no critical point is found,

2. a single critical point is found,

3. several critical points are found.
In case 1) we can not obtain continuum physical results. This can be due to a pathology of the discretization: the
QFT is well defined, but the lattice model is not “close enough” to it; more precisely, we are not in the attraction
basin of the RG fixed point associated to the QFT we are interested in (and in fact of any QFT at all). But this
could also be due to a pathology of the QFT, which is not well defined beyond perturbation theory. In case 2) we can
define a continuum limit, but we have to understand whether the emerging QFT is really the one we are interested
in, since it can happen that we are in the attraction basin of a different QFT. This can be done by comparing the
numerical results with some nonpertubative predictions available in particular limits (e. g. large-N results), or by
comparing directly with experimental data, when they are available. In case 3) we can define several continuum
limits, and we have to understand which (if any) is the one corresponding to the QFT we are interested in. Some
nontrivial examples of the problems encountered when discretizing a QFT are discussed in [87], for the case of three

dimensional multiflavor scalar QED.

In free field theories the continuum limit is approached with O(a?) corrections, just like the case
of quantum mechanics. This can be understood by using the same strategy used in QM (which
is viable since no renormalizations are present), or by directly checking the behavior of the lattice
propagator (see Sec. 13.2). For generic interacting field theories the approach to the continuum is
governed by a nontrivial exponent, just like the finite size scaling correction in Sec. 5.4, since the
continuum limit correspond to a continuus phase transition. We recover the scaling O(a?) (up to
possible logarithmic corrections) in asymptotically free theories, like four dimensional Yang-Mills
theory and QCD.
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Chapter 15

MCMC in quantum field theory:
thermodynamics

Since the lattices that will be used in the following are typically cubic, with the only possible
exception of the temporal direction (related to the inverse temperature, see Sec. 13.1), we introduce
the notation N; to denote the number of lattice sites in the temporal direction (dentoted by p = 0),
while N denotes the number of lattice sites in any of the spatial directions (denoted by u > 0).

15.1 Anisotropic discretization

Let us start by discussing the case of the free scalar field, we will later comment on the interacting
case, and the changes that are needed to study it. The internal energy can be computed from the
partition function using the relation

U= 0 log Z (15.1.1)

55
where the spatial volume V; and other physical quantities (like, e. g., the masses) have to be kept
fixed while taking the derivative. Since 8 = aN; = Nyn/m and m has to be kept fixed, we could
think of using

0 om 0 m 0

— = =——". (15.1.2)

o 0B Om  NOom
Since 7 directly enters the lattice Euclidean action in Eq. (13.2.3) it would then be straightforward
to estimate U. This is however not possible: m is related to the lattice spacing a, and when changing
the value of 7iv (and hence of a) we are changing both the temperature and the volume.

To correct for this fact we can introduce an anisotropic discretization, by using the lattice
spacing a; along the temporal direction and the lattice spacing a along the spatial direction. The
ratio £ = a¢/a quantifies the anisotropy, and clearly 8 = Npa; = £Nya. Using the anisotropic
discretization it is immediate to see that

/dD:c — ZataD_l = ZfaD , Of — Jnsd = fn = Lnto = fn , (15.1.3)

ag & a

hence the lattice action can be written in the form
[ P 7 s \2, Ly ~ )2
Sp=Y 5862+ (dnii—dn) + E(gbnm —n) ¢ - (15.1.4)
n pn>0

We can now use

o 90 10

35 = 55 5F = aN, 3¢ (15.1.5)
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to compute the internal energy, obtaining

U= 2alj\ft <Z <Th2(£i + Z (qgnﬂl - an>2 - gig(d;n-s-ﬁ - ‘Zgn)2>> ) (15.1.6)
" ¢

n>0

where we used ( )¢ to denote the average value computed by using the anisotropic action. Note
however that once the correct expression has been obtained, we can put & = 1 and use the isotropic
action to generate the configurations. From here on we thus assume £ = 1.

It is more convenient to compute, instead of the internal energy U, the internal energy density
¢ = U/V, normalized by T, which is a dimensionless quantity. Using

1 ND D ND
e Na (15.1.7)
TPV, NP leP-1 NP
we can rewrite /TP in the form
5 NP
T7D = Tt <Ol + 02 — 03> ) (1518)
where we introduced the definitions
1 £272 1 ; 7 \?2
Ol:WZm n OQ:WZZ(¢”+ﬂ_¢") )
tiVs n tiVs n p>0
(15.1.9)

O3 = WZ (“3n+o - ¢3n)2 :

Note that O1, Op and Os are just lattice averages of local operators, since N, NP1 is the number
of lattices sites, and the “temporal” term Os enters /TP with a minus sign (see Eq. (15.1.8)),
which is the analogous in QFT of what happened in Chap. 9 to the kinetic term.

This result is still not the end of the story: the average value (O; + O3 — O3) in Eq. (15.1.8)
generates a divergence in the continuum limit, and an additive contribution is needed to cancel this
divergence, exactly as happened in QM. For the free scalar it would be possible to subtract ana-
lytically this divergence, which originates from the integrals over momenta performed in Sec. 13.1,
however this is not possible in interacting theories. To get a finite result in the general case we
have to take the difference between two values of (O; + O3 — O3), computed for two different
temperatures. Ultraviolet divergences in QFT are indeed independent of the temperature (see [88]
§11). Tt is fundamental to stress that, for this subtraction to be effective, we have to change the
temperature keeping the lattice spacing (and hence i in the free case, or the bare couplings in
the interacting case) constant: we thus must change the temperature by varying the dimensionless
lattice size (i. e. the number of sites) along the temporal direction.

In practice, it is convenient to use T' &~ 0 simulations to perform this subtraction, in such a way
that the renormalized energy density is normalized to zero at vanishing temperature. Since the
temperature is the inverse of the lattice extent (in physical units) along the temporal direction, to
perform the T' = 0 subtraction we have to use a lattice with

m

= =N > 1. (15.1.10)

The final expression for the renormalized energy density is thus
€ 1. p
TT’R = iNt (<01 + 02 - O3>Nt - <01 + 02 — 03>ﬁt) s (15111)

where the subscripts in ( )y, and (), denote the dimensionless temporal extent of the lattice
used to estimate these average values.
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The method discussed in this section can be applied also to interacting theories: everything
goes on exactly as in the free case, but for a significant detail. We have to distinguish the bare
anisotropy £p (the one entering the lattice action) from the physical anisotropy £, with the relation
0¢/9B = 1/(aNy) which is valid for the physical €. In practice, we thus need to perform simulations
specifically targeted at determining 9¢p/O¢| £p=1 for each value of the lattice spacing used, see,
e. g., [89] for an early reference. In the work [90], where this method of estimating thermodynamic
observables has been introduced, perturbation theory was used to evaluate 9&p/0¢| £n=1"

15.2 Thermodynamic integration

We have discussed in the previous section that to directly estimate the internal energy we have
introduce an anisotropic coupling, since otherwise it is not possible to rewrite the derivative with
respect to 1" as a derivative with respect to the temporal lattice spacing.

Let us now see what happens if we instead consider the derivative of log Z with respect to the
lattice spacing using the isotropic discretization:

0 dlog Z
——logZ = — a5

da
In the first term we recognize the internal energy Eq. (15.1.1), while to rewrite the second term
we have to use the fact that log Z = —fSF, where F is the free energy, and

0B 0OlogZ| 0V

v, Oa Vs |z Oa )

(15.2.1)

dF = —-S8dT — PdV; (15.2.2)
where S and P are the entropy and the pressure, respectively. We thus have

_ OlogZ
Vs g

= —BP. (15.2.3)

Using these relations, together with 8 = aN; and V, = P~ NP~!

, we get
_9 logZ =UN; — BP(D —1)NP~14P~2 =

9a (15.2.4)
=N(U = (D=1)PV,) = NV (= (D - 1)P) |

where we introduced the internal energy density € = U/V;. The quantity ¢ — (D — 1) P is the trace
of the energy-momentum tensor and it is sometimes improperly called trace anomaly (it is really
the trace anomaly only in massless theories). Multiplying the last equation by the lattice spacing
we thus have (using aN; = )

0

T
——a—logZ=¢—-(D-1)P 15.2.
ogalosZ =e—(D=1)P. (1525)

and dividing by TP we get (using 1/(TP~1V;) = (N;/Ns)P~1)

o | (NN\"!
—a— || =— log Z
da [ < N > &
As we will show in a moment the left hand side of this equation can be easily computed in lattice
simulations, since in the free case we can use ad/da = md/drm (at constant m), however the right
hand side is typically not what one is interested in when studying thermodynamics.

To obtain a more standard thermodynamic observable it is convenient to rewrite the left hand
side of the previous equation in a different way:

—(D-1)P
- % . (15.2.6)

N\ 1 1 P
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indeed log Z = —fF, and introducing the (intensive, i. e. V; independent) free energy density
f = F/Vs we have

OF 0

P= g =57 (rv)=-r. (15.2.8)
Thus by

0 N\ o (P
and since P/TP is an intensive quantity we have (using 7' = 1/(N;a) hence 9T /0a = —T/a)

o (P or o vy 0 P _ 0 (P

We thus finally get

o [N\ o (P

which together with Eq. (15.2.6) gives as a byproduct the relation

0 P e—(D-1)P
T— =5 | = % . (15.2.12)
or \T T
The relation in Eq. (15.2.12) can obviously be proved also without using the lattice discretization. We have
indeed 8 P P 1 6P
T—|—)=-D— —_— 15.2.13
or (TD) 70 T b or’ ( )
moreover, see Eq. (15.2.2), P = —g—‘i and S = —g—g, hence
oP 9 OF aS
= = s, (15.2.14)

aT 9T v,  av,

where s = S/V; is the entropy density. From F' = U —T'S we have f = ¢ —T's and we saw above that f = —P, thus
s=(e+ P)/T, and
OP e+ P

9 , (15.2.15)
oT T
Using this relation in the first equation we finally have
0 P P 1 e+P e—(D-1)P
— | —= | =—-D— = . 15.2.16
oT (TD) TP + TP-1 T TP ( )

Let us now discuss how we can use these relations to compute thermodynamic observables on
the lattice. In the free case we can use, at fixed m, the relation ad/da = md/dr to rewrite (using

the lattice action in Eq. (13.2.3))
o [ (NN\"T NN\PT 8
—a (2 log Z| = — [ =t h- log Z =
2 [(2) ] ()

NPT - in? -
“(3) v (T

which using the notation of the previous section is just NP (O1), see Eq. (15.1.9). Using this
relation we can compute (but for the divergences to be discussed in a moment) the quantity
(e — (D —1)P)/TP for several temperatures, using Eq. (15.2.6). We can then exploit Eq. (15.2.12)
to obtain the pressure by a numerical integration:

P(T) P(Tp) T 1e-(D-1)P
[y =@z

(15.2.17)

(15.2.18)
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Also using this strategy we have to subtract divergent additive contributions from the average
values of local operators, and it is convenient to use as reference temperature 7' =~ 0 in the
subtractions. We thus define

e—(D-1)P
TD

= NP((O1)n, — (O1)x,) (15.2.19)
R

where Ny > 1, and { )x denotes average values computed by using a lattice with X sites in the
temporal direction. We thus finally obtain

T 1e-(D-1)P

P(T)

- (15.2.20)

R R
The form of this equations should make self-evident the origin of the name thermodynamic in-
tegration. Since the physical mass m is always constant, this expression can be written in the
equivalent form

P(T)

e—(D-1)P
1D TP

T/m m

which is particularly convenient from the numerical point of view in the free case, since T/m =
1/(Nyh) and 7 is an external parameter. Once the quantities (e — (D —1)P)/T? and P/TP have
been computed, it is then obviously possible to estimate /7.

This method can be applied also to interacting theories [91], and the only difference is in the
point where we traded a% with m 0?7‘1' In an interacting theory 7 is not a free parameter, so it

is convenient to use instead the bare coupling of the lattice theory (that we denote by v5) in the

chain rule:
2 _0m 9
da  da Ovg

To use this expression (and to rewrite d7 in the integral determining the pressure) we need to
know the dependence of the lattice spacing on the bare coupling vg. This relation is needed also
for scale setting, see Sec. 14.2, and it is typically well studied, although it obviously depends on
the discretization details.

, (15.2.21)

R R

(15.2.22)

15.3 Continuum results for the free scalar case

We are now going to derive continuum results for thermodynamic quantities in the free scalar case,
which is the only case in which computations can be performed in almost closed form.
The starting point is the partition function, which we write as

Z=N [D¢] ex —1/Bd/ D=1y p(=V? + m?
= Pl -3 t | d7 2 p(=Vi+m e | , (15.3.1)
$(0,2)=¢(8,x) 0

where we explicitly show the proportionality factor A/ that in Sec. 13.1 was hidden in the definition
of the integration measure. Since Z is dimensionless and ¢ has dimension [¢] = ¥7 the pro-
portionality factor is dimenionfull, and this is the reason for exposing it in the present discussion.
In order to make the proportionality factor dimensionless, let us rescale the variables using the
inverse temperature [3:

D—-2

i=x/B, m=mp, t=t/B, d=9¢B2

Using these dimensionless variables we have

V ) 1t a2 .
" P —5 ), 4 [ dPTEe(=V" 4wt 3.3
N/<£(07®>_43<1,@)[ ?) eXp( 2/0 t/ EO(=V i )¢>> ; (15.3.3)
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where A is now dimensionless (and from Sec. 13.1 it follows that it is a function just of 8/a = 1/N).

-2
The eigenfunctions of the differential operator —V 42, with periodic b. c. along all directions,
are

. 2 .
exp (27rint) exp (zgh . :ic) , L=L/B, nh;€Z, (15.3.4)
and the corresponding eigenvalues are
h2
(2mn)? + (27r)2£2 + 10?2 (15.3.5)
We formally have
.~ 2 .9 —1/2
7 [det (—V s )] , (15.3.6)
where the proportionality factor is dimensionless, hence (going back to dimensionfull quantities)
log Z = 1 Z Zlog (2mn)? + 2 : B2h% + B*m? } + const (15.3.7)
22 4 7 . 3.
The “+const” term will be neglected in the following since it is independent of 3, hence it does
not change the internal energy U = —% log Z. If we introduce the notations
2
k= %h . BE(k)=Vm?+ k2, (15.3.8)
we can thus write )
_ 2 2 72
log Z = — Zn: zk:log {(2mn)? + B*E*(k)} . (15.3.9)
Following [92] §2.3, we now rewrite the previous expression using
2 2 72 prEt de? 2
and the identity
+o0 2
1 2m 2
—_— = — 1+ —— . 15.3.11
X wramr o () 510

To prove the previous identity we can use the Poisson summation formula (see Chap. 11)

+oo 400
S ot = Y e 2 p(a)da (15.3.12)
n=-—oo k——oo
with f(z) = 1/[332 + (0/271’)2}. If we define
= e 1 —2mikx
T = [m 22+ (0/27)2 dz, (15.3.13)

for k > 0 we can close the integration contour in the lower half-plane, and use the residue theorem with the pole in
—1i60/(27), hence

1 21
Ipso = —2mi————e 0% = T =0k 15.3.14
k20 ™ i/ (2m) ¢ 9 ° ( )
In an analogous way we obtain, for k < 0, the expression
2
Inco = ?ﬂeg’“ . (15.3.15)

We thus have

k=—o0 k=1 k=—o00 k=0 (15.3.16)




The logarithm of the partition function can be written as

B2E?(k) 02

w Y[
1 1 BB (k) 1 )
:‘22(29 | S
2 BE(k) 2
2 _y (L (2 _
= 2};(27)/1 ; <€9_1+1>0d9_

BE(k)
2/1 <;+ e(,i )da © —;{;BE(k)—Hog (1—e—ﬁE(’“>)} :

k

(15.3.17)

—~

where in the step (1) we neglected a S-independent additive term, coming from the second term
in the right hand side of Eq. (15.3.10), in step (2) we used Eq. (15.3.11), and in step (3) we used
the fact that a primitive of 1/(e? —1) is log(1 — e~?) (and neglected further S-independent terms).
In the large spatial volume limit we have

Z—>V/ dD);kl : (15.3.18)

hence

D
V/ gﬂ lel {1 (k) + %bg (1 —e—ﬁE““))} : (15.3.19)

From log Z we can also compute the internal energy, obtaining

D—1
UB) = V/((;W)Dk1 {;E(k) + eﬁﬁg‘:)_l} . (15.3.20)

The first term of F' clearly generates a divergence, so we have to introduce a renormalized free
energy, which is defined by subtracting the zero temperature divergent contribution:

D—-1
Fr(B) =F(B) - F(f =o0) = Vs/ (d )Dkl ; log ( e*ﬁE(’“) : (15.3.21)

In the same way we obtain for the internal energy

D—1
Ur(B) =U(B) —U(B = o0) = Vs/ (;T)Di eﬁg,(:)_ o (15.3.22)

From now on we will consider the particular case D = 2, and we have thus for the renormalized
free energy density

1 [t I
fn=53 / dk log (1 - e #E0) — = /0 i log (1 - e 720 (15.3.23)

and for the renormalized internal energy density

1t Bk

Note that fr < 0, consistently with the relation P = —f (see Sec. 15.2). To evaluate numerically
these integrals, it is convenient to perform a change of variable in the integration, in order to
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factorize the dependence on [ and leave in the integral the dependence on the dimensionless
quantity a = mf. Using z = Sk we have

fr(B) = %ﬂz /oo dzlog (1 _ e—m)

(15.3.25)
2 2
en(B / V22 4+« ’
7.‘-62 2+a2 -1
and for example for T' = m we find
T =m) ~ —0.2194658931 T2 |
Tr{ ) (15.3.26)

er(T = m) ~ 0.40612349888 T2 .

In the high temperature limit @ < 1 these expressions can be simplified by approximating
a ~ 0, hence

I 1 1 [
~—— | dklogl—e®)=——N = [ e ™dk=
fn wg/O 81— ) ngn/o
"= (15.3.27)
— _ 2
- 1R2 Z 2= g
Wﬁ n=1 n
where we used log(1 —z) = —>_>° , 2" /n and the fact that the sum in the second line is equal to
72 /6.
This can be proved by applying the Parseval identity to the Fourier series of x on (—m, 7): since
/ zsin(nz) = 727rﬂ , (15.3.28)
o n
we have
2\ 2(=1)" /7 sin(nx) /7, 9 = 2(—
T = s zedx = 15.3.29
= 1020
from which the desired result imediately follows.
Analogously, for the internal energy in the high temperature limit we have (a ~ 0)
1 © oz 1 ™
ep~ — [ ———de=—1(2)((2) = T 15.3.30
R [ s = —oTee) = § (15.3.30)
We have, following [38] §58, the relations
e erl o x—1 e ? 2T 1 — - —nz 2T 1 —(n+1)z
/0 ez—ldz:/o z l—e*ZdZ:/o Z dz*Z/ dz =
ne - (15.3.31)
1
_ z—1 75 F [
nzonﬂ)z/ ENEE =T 3 s <T@ 3 L =T
where we introduced the Euler I' and the Riemann ¢ functions
I(z) =/ elemtae, (o)=Y — . (15.3.32)
0 n=1 n®

It is immediate to prove by induction that if n € N then I'(n + 1) = n!, moreover ((2) = 72/6, as shown before.

To find asymptotic expansions in the low temperature regime a« = mf > 1 is significantly more complicated,
and it is convenient to rewrite fr and eg using known special functions. Let us start from fr: using log(l — z) =
— >0, x™/n we have

1 oo N 1 &1 [ Va22taZ
e 72/ d log (1 N ) Sy e (15.3.33)
uy 0 uy n

and using the change of variable z = asinh z we get

') oo
eVt g — o / cosh(z)e™ " MM dz = aky (an) | (15.3.34)
0 0

117



where we used the following identity for the modified Bessel functions of second kind (see [12] §9.6.24)
K, (z) = /OOO cosh(vt)e™2coshtqs (15.3.35)
We thus have ey
In=-15 Z ~Ki(an) , (15.3.36)

and using the asymptotic expansion for large argument of the modified Bessel functions of second kind (see [12]

§9.7.2)
Ky(z) ~ ,/%eﬁ , (15.3.37)

we get in the low tempertature regime o = m/T > 1

3/2
fr ~ ,Me—M/T )
V2T

Using the asymptotic expansion for small argument of the modified Bessel functions of second kind (see [12] §9.6.8-9)

(15.3.38)

1 —v
Ko(z) = —logz,  Ku(z) = J1(v) (g) . v>0, (15.3.39)

it is also simple to find the high-temperature expansion.
To obtain the low temperature behavior of the renormalized energy density is only slightly more complicated:

1 /‘X’d V22 + a2 1 /°° V22 + a2
L,V T
0 e 0 e

€R

e VZia? _q 12 \/m(l_e—\/m)’
(15.3.40)
(oo} (oo}
- L /mdz7v22+a2 eV o S [T as e aze R
532 Jo eVz2ita? = B2 = Jo
Using also in this case the change of variable z = asinhz, and cosh? z = % cosh(2z) + %, we have
/'00 dz V22 + a2@7”\/22+0‘2 _ a2 /oo dz COShQ(I)eina coshz _
Y o (15.3.41)
@ —na coshz o
=5 / dz (1 + cosh(2x)>e =5 (Ko(na) + K> (na)) .
0
We thus have
m2 &
er=m N (Ko(na) + Kg(na)) , (15.3.42)
2m o
and in the low temperature regime a = m/T > 1
T 3/2
o VT2 (15.3.43)

€R
V2
Also in this case, using the asymptotic behavior of the modified Bessel functions of second kind for a < 1, it is

possible to obtain the high-temperature expansion of eg.

15.4 Numerical examples for the two dimensional free scalar
field

In this section we present some numerical results for the thermodynamic of the two dimensional
free scalar field, in order to show how the previously explained techniques work in practice.

In the case of the free scalar field with lattice action Eq. (13.2.3) we have 3 free parameters
to set before starting the simulations: 72, N; and N (in fact we will need also N;, the temporal
extent to be used to perform the zero temperature subtraction). Since 7 = am, m is the physical
mass of the field, and physical correlators decay with typical length-scale 1/m (see Sec. 14.1),
has to be “small”, in order for the lattice spacing to be much smaller than the typical length-scale
of the system. This is however not the only constraint: we also need 1/m to be “small” with
respect to the physical side of the lattice alV, in order not to have large finite volume effects. We
thus need 1
N <m<Kl. (15.4.1)

S
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Figure 15.1: Results obtained for /72 and (¢ — P)/T? at T = m, using the lattice action
Eq. (13.2.3) and the numerical setup described in the main text. Data at fixed N;/N; have been
extrapolated to the continuum limit (N; — 0o) by using a linear ansatz in 1/N?. The horizontal
dashed green line denotes the continuum values computed by using Eq. (15.3.26).

Note that this is strictly true only at zero temperature, since at finite temperature we have screen-
ing, and the typical length-scale is not 1/m, but something which scale as 1/7" at high temperature
(see e. g. [92] §6). However, when performing the renormalization discussed in Secs. (15.1)-(15.2),
we also need zero temperature simulations, so the previous condition has anyway to be satisfied
(this is one drawback of the choice of the T' ~ 0 point to perform the subtractions). The value
of the temperature in units of the mass m depends on the two variables m and N; by (remember

that aN; = 1/T, see Sec. 13.1):
% — N, . (15.4.2)

We can thus change the ratio m/T or by changing the value 7 at fixed N; (always paying attention
to Eq. (15.4.1)), or by changing the value of N; at fixed m.

Let us consider for example the case of the temperature T" = m. To impose this condition we
have to fix m = 1/Ny, and to approach the continuum limit we have increase the value of N; (so
that m — 0 at fixed m/T). For each value of N; we have to chose a value of Ny large enough to
be close to the termodynamic limit; in fact we have to extrapolate the large N, limit. We thus

consider )
= Ny =4,5,6,7,8,10 , (15.4.3)

and for each of these values we performed simulations with
Ns/N; =4,6,8 (15.4.4)

in such a way that mN,; = 4,6, 8, see Eq. (15.4.1). To perform the “zero” temperature subtraction,
we use simulations adopting the same values 1/m = 4,5,6,7,8,10, mNy = 4,6,8, and N; = N,
(note that the convergence to the zero temperature limit is exponential in the ratio m/T = mNy,
see Sec. 15.3). For each of these cases we performed 5 x 107 updates (20% heatbath and 80%
microcanonical), measuring O, Oz and O3 (see Eq. (15.1.9)) after every update. Execution times
for a single data point go from = 2 minutes (for the 4 x 16 lattice) to ~ 120 minutes (for the 80 x 80
lattice). Using the results of Sec. 15.1 we then computed /72, and using the results of Sec. 15.2
we computed (g — P)/T?.

Numerical results obtained using this setup are shown in Fig. (15.1). Linear fits in 1/N? o
a® have been performed for data corresponding to fixed values of N,/N;: in this way we are
extrapolating to the continuum limit results obtained at fixed physical volume (fixed mL = Nyrn),
which then have to be extrapolated to the infinite volume limit. It is clear that data are approaching
the continuum values computed in Eq. (15.3.26) (remember that P = — fr) when increasing the
value of N,/N; (the approach to the infinite volume limit is typically exponentially fast in Ns/Ny).

It is interesting to see what happens if we use, instead of the discretization obtained by using
the forward derivative Eq. (13.2.3), the one obtained by using the symmetric discretization of the
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Figure 15.2: Results obtained for /72 and (¢ — P)/T? at T = m, using the lattice action
Eq. (13.2.22) and the numerical setup described in the main text. Data at fixed Ng/N; have
been extrapolated to the continuum limit (N; — 0o) by using a linear ansatz in 1/N?2. The hori-
zontal dashed green line denotes four times the continuum values computed by using Eq. (15.3.26).

derivative, see Eq. (13.2.22), which was previously shown to describe 2P free scalar fields in the
continuum limit. The expressions deduced in Sec. 15.1 can be easily adapted to this case, obtaining
the final Eq. (15.1.8) but with

1 o 1 1/, L
O1:W;m (bn’ OQZWZZZ<¢n+ﬂ_¢n—ﬂ) s

n p>0

(15.4.5)
1 1/, - 2

O3 = NPT zn: 1 (¢n+() - ¢n—()) .
Data obtained for /T2 by using % = Ny = 4,6,8,10,12,14 and N;/N; = 4,6 are shown in
Fig. (15.2). It is clear that the values of ¢/T? obtained in this case are much larger than the
corresponding ones we have seen when using the forward discretization (see Fig. (15.1)), and they
seem to converge to four times the continuum result for a single scalar field, consistently with
the analysis of Sec. 13.2. Notice also that, with respect to the forward discretization case, lattice
artifacts are significantly larger, and their linear behavior in 1/N? sets in for larger values of
N;. This is consistent with the analysis carried out in Sec. 13.2: the symmetric discretization is
equivalent, in each of the 4 independent sublattices, to the forward discretization with a lattice
spacing that is two times larger.

In order to study thermodynamical properties in an extended range of temperatures it is con-
venient to perform simulation at fixed Ny, changing the temperature by varying the parameter m,
alway keeping in mind Eq. (15.4.1). We now present data obtained using lattices with Ng/N; = 5,
N; = 4,6,8,10 and Nl < 1 < 1, which taking into account m/T = mN; means 2¥t < ™ < N,

Ng ~ T r~
i. e. 1 T N
— << 2 =25, 15.4.6
Nt ~m"~ 2Nt ( )

Note that to reach low temperatures we need large N; values, while to reach large temperatures
we need large values of Ny/N;. Also in this case subtractions have performed by using lattices
with Ny = N, and simulations with N; = 10 and N,/N; = 10 have been used to check for finite
volume effects. In all the cases we gathered a statistics of 5 x 107 updates of the whole lattice
(20% heatbath and 80% microcanonical), with simulation times ranging from =& 2 minutes for the
4 x 16 lattices to ~ 190 minutes for the 100 x 100 lattices.

Results obtained by using the anisotropic discretization method, i. e. Eq. (15.1.11), are dis-
played in Fig. (15.3): from the left panel we see that N; = 10 is large enough to be close to the
continuum, while from the right panel we see that there is only a very mild dependence on the
volume size, which is more significant for larger values of T'/m. Note the very slow convergence of
£/T? to the asymptotic limit 7/6 computed in Sec. 15.3. This does not come as a surprise, since
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from the exact formula for /72, written as a sum of modified Bessel functions of second kind, it
is simple to see that logarithmic corrections to the leading asymptotic behavior are present.

In Fig. (15.3) we report the trace of the energy momentum tensor normalized by T2, computed
by using Eq. (15.2.19) (the systematic error induced by the choice of the numerical integration
method has been verified to be negligible starting from second order methods). Also in this case
the dependence on the lattice spacing is quite mild (left panel), but finite volume effects are much
more significant than for er/T?, as can be seen from the right panel of Fig. (15.3). The trace of
the energy momentum tensor has then been integrated using Eq. (15.2.21) to obtain P/T? and,
by addition, ¢/T2. A comparison of the results obtained by using the anisotropic discretization
and the thermodynamic integration methods is shown in Fig. (15.5): good agreement between the
results of the two methods is found for N;/N; = 10 data.
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Figure 15.3: Behavior of ¢/T? as a function of T'/m computed using Eq. (15.1.11). (Left) Results for
Ng/N; = 5 and serveral values of N;. The inset shows a zoom to better appreciate the convergence
of the results to the continuum limit. (Right) comparison of data obtained by using N;/N; = 5
and Ng/N; = 10 for N; = 10. The agreement between the two data sets is very good for T'/m < 1
(see also the inset), while deviations appear for larger values of the temperature.
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Figure 15.4: Behavior of (¢ — P)/T? as a function of computed T'/m using Eq. (15.2.19). (Left)
Results for Ng/N; = 5 and serveral values of N;. The inset shows a zoom to better appreciate the
convergence of the results to the continuum limit. (Right) comparison of data obtained by using
Ng/N; =5 and N;/N; = 10 for N; = 10. The agreement between the two data sets is very good
for T/m < 1 (see also the inset), while deviations appear for larger values of the temperature.
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Figure 15.5: Behavior of €/T? as a function of T/m. Comparison of the results obtained for
Ng/Ny = 5 and Ng/N; = 10 using the thermodynamic integration method (see Egs. (15.2.19)-
(15.2.21)), with the results obtained using Eq. (15.1.11) for Ng/N; = 10. The two computation
methods nicely agree with each other for T'/m < 2 when N,/N; = 10.
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Chapter 16

The Hybryd Monte Carlo
algorithm

In this chapter we are going to introduce a new variant of the Monte Carlo method, the Hybrid
Monte Carlo (HMC) algorithm, which can be used whenever we have to sample continuous vari-
ables. Despite its generality, this algorithm is really useful only when it is computationally difficult
to perform local updates; in the case of lattice systems of physical interest this happens when the
action is non-local. We thus start by discussing fermionic field theories, in order to clarify how
non-local lattice actions can emerge, and then discuss the HMC algorithm in the simpler case of
scalar field theories.

16.1 Why we need HMC: the fermionic case

In the path-integral formulation fermionic fields are associated to Grassmann variables (see, e. g. [46,
86, 93]), i. e. anticommuting variables, and this prevent us from using standard techniques to sam-
ple the fermionic fields. Nevertheless several interesting fermionic actions are quadratic in the
fermionic fields, or can be rewritten as quadratic in the fermionic fields by introducing auxiliary
scalar fields. In these cases the path-integration on the fermionic fields can be exactly carried out
by using

/[Dw&]eww = det M . (16.1.1)

Note that, for the previous expression to be well defined, we are assuming to work in the context
of the lattice regularized theory. We are however neglecting all the difficulties related to the lattice
discretization of fermionic fields outlined in Sec. 13.2, since they are irrelevant for the problem we
want to discuss in this section.

If we consider as an example the case of Quantum Chromodynamics (QCD) with two degenerate
fermionic fields, the partition function is given by (up to irrelevant proportionality factor)

Z= / (DAL [] [PviD] exp {—5,[4] — bu DA, — PaD[AJa} =
=ud (16.1.2)

- / [DA#](detD[ADQe*SQ[A] - / [DA,] exp{ng[A]+log ((detD[A])z)} :

where we denote by A, the gauge fields and by S;[A] the gauge action, whose specific form we
do not need to known now. The important point to note is that, although Sy[A] is a simple local
functional of the gauge fields (as it will be shown Chap. 17), the integration of the fermion fields
generates a very nonlocal action for the gauge fields. This makes all the sampling techniques that
have been used so far extremely inefficient: even if we generate a trial configuration by changing
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the value of the gauge field just in a single lattice site, to evaluate the acceptance probability we
have to perform a computation which involves all the variables of the lattice. To generate a trial
configuration by randomly changing the values of the gauge field on all the lattice sites does not
help either, since the acceptance probability would typically be ridiculously small. This is the
prototypical case in which the HMC is useful, since the aim of this algorithm is to generate a new
trial configuration in which all variables change, but they do not change randomly: they change
in such a way as to keep the acceptance probability reasonably close to one.

The form of the action in Eq. (16.1.2) is however not the one that is normally used in nu-
merical simulations. It is customary to introduce the so-called pseudo-fermionic fields to rewrite
Eq. (16.1.2) in a different form. Using the fact that

1

/[D¢D¢*]e*¢w¢ x (16.1.3)

where ¢ is a complex scalar field (the pseudo-fermionic field), we have indeed (assuming det D[A] €
R)
2
7= /[DA“](det D[A]) e~ SalAl =
(16.1.4)
— [[D4,D6D5 exp {~5,14) - & (D AIDLA) 6}

The action is still non local, due to the term (DD)~!, but this form is easier to sample: the field
¢ can indeed be generated (for fixed A4,) using an heat-bath algorithm. If we define R = (D)~1¢
we have (using (DTD)~! = D=1(D")~1)

@' P'D)9[DgDgt] e ™ R[DRDR'] (16.1.5)
[e¢'(DID)10[DgDg*] ~ [e~R'R[DRDR*]’ -

hence we can sample R using the Box-Muller algorithm (see Sec. 2.3), and then reconstruct ¢ =
D'R.

We still have the problem of sampling A,, at fixed ¢. The idea of the HMC algorithm is to add
to the action a new term, written by using the conjugate momenta of A,, and to generate a trial
configuration by numerically integrating the Hamiltonian equations of motion. In the computation
of the force entering the equations of motion for the conjugate momenta we need to evaluate n =
(D'D)"1¢, i. e. to solve a very large sparse (and typically not so well conditioned) linear system.
This is typically done by using iterative Krylov solvers (see [94] §8.8 for a quick introduction, or
[95] for many more details), and this is the main bottleneck in performing simulations with fermion
fields, especially in the light mass limit. The algorithm we have just described is the so called ®
algorithm [96], which is still, but for some minor changes, the standard algorithm used to simulate
QCD, see e. g. [94, 97] for more details.

When writing Eqgs. (16.1.2)-(16.1.4) we have assumed det D[A] € R, since otherwise it is not
possible to use a Monte Carlo approach at all, the weight not being positive definite (note that
when using an odd number of flavors we need the stronger requirement det D[A] > 0.). This
condition is however not satisfied at nonvanishing baryon density, see e. g. [98, 99], and this is the
reason why we know so little of the QCD phase diagram at finite density.

When performing simulations with fermionic fields also the computation of observables can present some prob-
lems: most observables can be written in the form

17}
—log Z (16.1.6)
Oa

where « is some control parameter entering the fermion matrix, like, e. g., the fermion mass. To write explicitly
these observables we can use the so called Jacobi’s formula for the derivative of the determinant (we denote the
derivative with respect to o by /)

(det M) = det M tr(M'M~1) | (16.1.7)
which can be proved for diagonalizable matrices and extended by continuity to the general case. We have indeed
Y pY
(detM)/=)\/1)\2---/\N+)\1)\/2---)\N+---+)\1/\2---)\3V=(detM)(/\—1+---+)\7N) , (16.1.8)
1 N
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and if M = U~'DU, with D a diagonal matrix, we have

(MM~ =t [ (U™ DU + U DU+ U DU ) U D] =
(16.1.9)
= tr[(U’l)’U + U’lU’] +tr(D'D7Y) = t(D'D7YY

where in the last step we used tr[(U~1U)’] = tr(1’) = 0, moreover tr(D'D~1) =3, M /A;.

To estimate some observables we thus need to evaluate tr(M’M’l), which is extremely demanding from the
computational point of view. We can however use the following trick: if 7; (where ¢ = 1,..., N, and N is the size
of M) are independent random variables such that

[n5m;] = 045 (16.1.10)
where we denoted by [ ] the average with respect to the distribution of the 7;, then we can write
tr(M/ M) =Y (MM ) = [nf (M) M, k] (16.1.11)
i ijk
The average value can then be estimated by using the sample mean obtained by generating K random sets
{ni}i=1,...,n, and we once again just need to solve (large sparse) linear systems. These estimators are known
as noisy estimators.

Since the sample average is an unbiased estimator of the true average, it is not necessary (although it can
sometimes be computationally convenient) to use very large values of K, however some care is needed to avoid

2
introducing biases in nonlinear observables: for example to estimate (tr(M’M‘l)) we have to use

2
—1 -1 -1
("M =1)) " = 3l (M )iy My k) SOIGH(M )i M Gl (16.1.12)
ijk ijk
where 7; and (; are independent random variables. Moreover it is convenient to use random variables taking values

in +1, since in this way the error is minimized, see, e. g., [100] App. B.

16.2 The HMC algorithm for a single bosonic variable

Let us now discuss the details of the Hybrid Monte Carlo algorithm [101] considering for the sake
of the simplicity the sampling of a single variable, since everything can be trivially generalized to
more complicated cases. Our aim is thus to sample the pdf

Ps(q)dq o e 5@dq . (16.2.1)

The main idea of the HMC algorithm is to introduce the additional variable p, which is in-
tepreted as the conjugate momentum of the variable ¢, thus building the “fake” Hamiltonian
H = %pz + S(g). Note that this operation is legitimate as far as we are interested in computing
average values which depends just on ¢, since obviously

J f(@)e 5 Ddg [ f(g)e""dgdp
(flg) = fe‘s(q)dq = fe*qudp

(16.2.2)

In this way our configuration consists now of a couple of variables, ¢ and p, and the process to
generate a new configuration is the following:

1. generate the momentum with pdf Pg(p) oc e =7 /2

2. solve the Hamiltonian equations of motion with initial values (q,p) for a fixed time ¢, ob-
taining (q(t),p(t)), and use this as trial configuration. This corresponds to select the trial
configuration (¢, p’) with pdf

Pe((a.p) = (@.0)) = 5((d.0) = (a(®).p() (16.2.3)

3. accept the trial configuration with probability

Pa((a:p) = (¢.p)) = min(L,e™) . 6H = H(¢p) — H(g.p) - (16.2.4)
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The transition probability of going from ¢ to ¢’ is thus

Plqg—q') = /dch(p)Pc((q,p) — (Q’,p’))PA((qm) - (Q’,p’)) : (16.2.5)

and the Makov chain generated by this transition probability is irreducible, due to point 1), when-
ever starting from ¢ we can chose the momentum p in such a way as to reach any ¢’ at time ¢.
Aperiocity follows from the fact that we can select p in such a way that ¢ = ¢ (with the usual
caveat concerning continuous pdf, which should be investigated in a more precise way). We are
now going to show that this transition probability also satisfies the detailed balance

Ps(q)P(q — ¢')dg = Ps(¢")P(qd" — ¢)d¢’ (16.2.6)
provided that

a. the evolution is reversible: in a fixed time ¢ the configuration (g, p) evolves in (¢, p’) if and
only if the configuration (¢’, —p’) evolves in (¢, —p) in a time ¢
b. the evolution preserves the measure of the phase space: dgdp = dqg’dp’ .

It is indeed simple to verify that

e~ H@p) min(1, =) = ¢ (@) min(e 1) | (16.2.7)

which can be rewritten as
Ps(q)Pc(p)PA((q,p) - (q’,p’)) = Ps(q')Pc(p')Pa ((q’,p’) — (q,p)) =

(16.2.8)

= Ps(q)Pa(~p)Pa((d =) = (a.—p)) .
where in the last step we just used the fact that p? is even. From the invariance of the phase space
measure we have

Ps(a)Po(p)Pa((0:7) = (¢'+) ) dadp =

(16.2.9)

= Ps(¢')Pa(—p')Pa ((q’, -p') = (g, —p)>dq'dp’ ;
and using the reversibility of the evolution, Pc((q,p) — (q’,p’)) = Pc((q’, —p') = (q, —p)), we
thus have

Ps(a)Po(p)Pa((a:p) = (@' 1)) Po((a,p) = (a',0') ) dg dp =

(16.2.10)
= Ps(d)Pa(—p)Pa((d.=1') = (a,—p) ) Pe((d,—P') = (a,—p) ) dd'dp’

which becomes the detailed balance equation by integrating/marginalizing the momentum *.

Conditions a) and b) are obviously satisfied by the exact solution of the equations of motion,
at least if S(¢) is sufficiently regular, as follows from the existence and uniqueness theorem for
ordinary differential equations, and the Liouville theorem of analytical mechanics. If we use nu-
merical integration schemes of the equations of motion which do not satisfy these requirements,
an extrapolation to vanishing integration time-step of the simulation results is required, as in
non-equilibrium molecular dynamics simulations. If instead we adopt integration schemes which
exactly (up to round-off errors, obviously) satisfies conditions a) and b), the HMC algorithm is
stochastically exact already for finite integration time-steps. If the integration step is too coarse,
the acceptance probability typically becomes very small, and the algorithm is stochastically exact
but inefficient.

ITo be more precise, we need to know that for each ¢, ¢’ and p’ a value p exists (unique if S(q) is a sufficiently
regular function) such that (g,p) evolves at time ¢ in (¢/,p’).
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Let us see how to build integration schemes for the Hamiltonian flow of the Hamiltonian
H(q,p) = T(p) + S(g) which satisfy the conditions a) and b). If we denote by U(7) the evo-
lution operator up to time 7 in the phase space, defined by U(7)f(qo,po) = f(q(7),p(7)) with
q(0) = go and p(0) = pg, we can formally write (using the chain rule)

(v —e (102 50 — e (1) 2 a5 D
U(r) =exp <’7’dt> = exp (Tqaq + Tpap) = exp (TT (p) 34 75'(q) 8p> , (16.2.11)

where in the last step the Hamiltonian equations of motion

OH . 0H

)= —— , = — 16.2.12
P==% =3, ( )
have been used. It is now convenient to introduce the differential operators
0 0
=T (p)= P=-5(q¢)== 16.2.13

in such a way that U(7) = exp{7(P + Q)}. These operators satisfy

exp(7Q) f(q,p) = flg+7T"(p),p) , exp(tP)f(q,p) = flg,p —75(q)) , (16.2.14)

and it is immediate to show that exp(7Q) and exp(7P) preserve the measure of the phase space:
we have for example

9™, p)) :‘ 1 7T (p)
d(q,p) 0 1

By expanding U(7) as a product of terms of the form €@ and e’ we thus obtain integration
schemes which preserves the measure of the phase space, which are known as symplectic integrators
(for some interesting properties of these integration schemes see [102]).

The simplest symplectic integrator is (using the Baker-Campbell-Hausdorff formula)

‘ =1. (16.2.15)

/5T /8
(e Qe PY /T _ (eéf(Q—&-P)-&-O((ST?)) _ o(Q+P)+O(T) _ U(T)(l +0(57)) ., (16.2.16)
which acts as
"9 P (o, po) = 79 (qmpo - 575[((10)) = (qo + 071" (p1), p1) = (a1, P1) (16.2.17)
—_————
=p1
or, more explicitly,

{ p(r+67) = p(r) — 675" (¢(7)) , (16.2.18)

q(1 +67) = q(7) + 67T (p(7 + 67)) .

This is just the symplectic version of the standard Euler integrator, which can be easily seen not
to be symplectic: from

p(T 4 01) =p(7) — (57’5’((](7)) ,
{ q(t+61)=q(r) + (57‘T'(p(7‘)) , (16.2.19)
it indeed follows that
3((1(7 +07), p(T + 5(7))> 1 5T (p(7))
_ ‘ e (q(r) | 41, (16.2.20)

o(a(r).p(r))

The symplectic Euler algorithm is however not reversible. To build a symmetric (i.e. reversible)
symplectic integrator we can start from

V(07) = 207 P Rez0TP (16.2.21)
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indeed it is immediate to see that V(§7)V(—d7) = 1. Using again the Baker-Campbell-Hausdorff

formula log(e'XeY) = tX +tY + £[X, Y]+ L([X,[X, Y]] - [V, [X, Y]]) + O(t*) we have

24

exp {(P+ Q)7 — o (IP.[P.QIL +20Q, [P, Q1)o7 + - } = U(r) + O(67%) .

(16.2.22)
This integration scheme is known as PQP (a QPQ version also exists) leapfrog or Verlet algorithm
and it can be rewritten in the form

p(7 +07/2) = p(7) = 555" (a(7))
q(t +671) = q(7) + 67T (p(r + 67/2)) , (16.2.23)
p(r+ 1) =p(r+07/2) — %TS' (q(r +67)) .

V(or)T = (eXp {(P Q) — - (1P 1P, Q1 +21Q. [P. Q)] o + 0(575)})7/67 =

It is not difficult to recursively build higher-order symmetric symplectic integrators, i. e. symmetric symplectic
integrators with error O(67™) with n > 2, see [103], however the use of these higher-order integration schemes is
typically not particularly convenient (at least in QCD simulations). Other methods to reduce the size of the integra-
tion errors (and hence increase the integration time-step and the computational efficiency of the HMC algorithm)
are discussed in [104], with focus on classical mechanics, and in [105, 102], with focus on QCD.

In several cases it is possible to write the potential term of the Hamiltonian as the sum of two terms, of which
one is computationally simple and the other is computationally difficult (the typical case being that of fermionic
simulations of gauge theories). In these cases it is convenient to use multi-step integrators, which perform a different
number of integration steps in the “simple” and in the “difficult” part of the Hamiltoninan, see, e. g. [106, 107]. A

general summary of the techniques adopted in the numerical simulation of fermionic systems can be found in [97].
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Chapter 17

Gauge field theories

17.1 Generalities on group representations

Before discussing gauge theories, it is convenient to recall some facts about group representations;
many more details can be found, e. g., in [108, 109, 110]. A unitary representation of rank n of a
group is a mapping (continuous if the group is a continuous group) from the group to the unitary
n X n complex matrices, g — G(g), characterized by the properties

G(91)G(g2) = G(g192) , G(id) =1, (17.1.1)

where g1 and g9 are generic group elements and id is the identity of the group (hence, in particular,
G(g™!) = G(g9)~' = G(9)!). A representation is called reducible if a proper subspace of C" exists
which is left invariant by the action of G(g) for all the elements of the group; if such a proper
subspace does not exist the representation is said to be irreducible. If a representation is reducible
we can chose a basis of C™ such that, in this basis, the matrix G(g) (for any g) has the following

block form x|y
(9) = (%7) ; (17.1.2)

moreover unitary representations are in fact completely reducible: the matrix G(g) can be written
in diagonal block form by a proper choice of the basis'. Irreducible representations can thus
be considered as the building blocks of general unitary representations. Shur’s lemma describes a
peculiar and useful property of irreducible representations: if a nxn matrix M satisfies [M, G(g)] =
0 for any g, then M is proportional to the identity. In particular, irreducible representations of
Abelian groups exist only for n = 1, since in the Abelian case G(g1) commutes with G(g3) for any
g1, 92-

If the group is continuous, and r real numbers are needed to identify one of its elements (r
is the dimensionality of the group), we can introduce a parametrization 6 of the group, with
a=1,...,r and 8% = 0 corresponding to id, such that G(g) = exp(i6*T,), where the T, matrices
are the generators of the given representation. For g ~ id we have in particular |§%| < 1 and
G(g) ~ 1 +i0*T,. The generators T, span the group algebra, which is the tangent space to the
group manifold at the identity of the group. Since G(g) is a unitary matrix, the generators T, are
Hermitian, moreover, if det G(g) = 1, then Tr T, = 0 (since for an Hermitian matrix M it is easily
seen that det e’ = " M) Since G([g1, g2]) = [G(g1), G(g2)], where g; and go are generic group
elements, we have in particular, if g; and go are close to the identity,

[1+i0°T,, 1 4 ip°Ty) ~ 1 4 i€°T,. . (17.1.3)

1This follows from the fact that if a subspace is invariant under the group action, then also its orthogonal
complement is invariant.
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From this equation it follows that the commutator of two generators, [T,,Tp], can be written as a
linear combination of generators:
[To, Tp) =ifpTe . (17.1.4)

In fact also the expression of £¢ as a function of #% and ° follows, but we will not need its precise
form; note that £¢ is of the second order, but we do not need to keep track of the second order
terms in 6% or in ¥* in Eq. (17.1.3), since they commute with the identity. The coefficients fS, are
the structure constants, which are real numbers (since [T, T]" = —[T,, T3]), and obviously satisfy
18 = —f&,. Note that, using the Campbell-Baker-Hausdorff formula (see, e. g., [111]) and the
structure constants, we can compute all the terms of the expansion of log(eieaTa eiwab)7 hence the
structure constants completely characterize the group multiplication rule.

For compact and semisimple? groups it is possible to choose the generators in such a way that
they satisfy the relation Tr (T,,T;) = Cdap, where C' > 0. Using this choice of generators (something
that will be always assumed in the following), it is immediate to see that the structure constants
can be written as

- —iéTr(Tc[Ta,Tb}) . (17.1.5)

Using the cyclicity of the trace it is then simple to show that f¢, is completely antisymmetric in all
indices. Since the indices enter now on equal footing, it is more standard to write just fup. instead
of f&.

A simple example which should be familiar from quantum mechanics is that of the continuous
group® SU(2): elements of the group SU(2) can be parametrized by three angles, SU(2) irreducibile
representations are characterized by the spin s, a spin s representation acts on fields with n = 2s+1
complex components, and G(g) is the (2s+1) x (2s+1) Wigner rotation matrix DZ(,SZ-). The so-called
fundamental representation is the one directly related to the definition of the group as the 2 x 2
group of unitary matrices with unit determinant: using the standard relation

eian~0‘/2 — COS(OZ/2) + n - USlD(Oz/?) R (1716)

with n? = 1, it is simple to verify that any SU(2) matrix can be written in the form glama/2
for some n and some « € [0, 47), either by direct computation or by using the infinitesimal form
and the connectivity of the group. This means that we can use as generators of the fundamental
representation the matrices T, = o,/2, which satisty Tr(T,Tp) = %6,1;, and

|:Ua CTb:| . Oc

9 73 = Zeabc? y (1717)

hence the structure constants of SU(2) are fupe = €ape. For SU(N) with N > 2 no simple
parametrization of the group elements exists, but it is simple to understand that the algebra
associated with the fundamental representation is that of the (N? — 1)-dimensional space of N x N
traceless Hermitian matrices. Generators of the fundamental representation are typically normal-
ized according to Tr(T,T}) = %(5ab just like in SU(2).

If we denote by T, the generators of the fundamental representation of SU(N), the set {Tq, ﬁ[} costitutes

a basis for the (complex) vector space of N X N complex matrices, which is orthogonal with respect to the scalar
product (M|N) = ReTr(MTN). If we now consider the matrix M (%) with matrix elements (M%), = §;m 6k,
and expand it on this basis we get the so called Fiez identity

1
Simdie = Néikalm +2(Ta) ik (Ta)im » (17.1.8)

2A continuous group is (often) called semisimple if its algebra has no proper invariant Abelian subalgebras. Note
however that, despite the fact that the theory of continuous group of transformations dates back to the late 19th
century, the definition of “semisimple” continuous group (and even of “simple” continuous group) is not always the
same in the mathematical literature.

3To be precise, in quantum mechanics the group SO(3) is typically used, but half-integer spin cases do not
satisfy G(id) = I, hence they are not representations of SO(3) (this is the reason for ¢ € N), and are often called
two-valued representations. From the mathematical point of view a better characterization of these representations
is the following: they correspond to prjoective representations (i. e. representations up to a phase) of SO(3), which
can be lifted to proper representation of the group SU(2). SU(2) is indeed the covering of SU(3), i. e. the simply
connected group with the same structure constants of SO(3).
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and contracting this identity with d;; we get
N2 -1
2N
The operator T, Ty, is the quadratic Casimir operator, and plays in SU(N) a role analogous to that of J2 in SU(2).

ToTe =

(17.1.9)

A case which is technically even simpler is that of the U(1) group: elements of the U(1) group
can be parametrized by a single angle ¢ € [0, 27), irreducible representations of the group U(1) are
unidimensional (due to Shur’s lemma), are characterized by an integer number ¢ € Z, and their
action is just the multiplication by the complex number G(g) = ¥.

From the Jacobi identity

[Taa [TbaTC]] + [Tb7 [TCaTaH + [Tc; [TayTb” =0 (17.1.10)

it imediately follow that
fade focd + fode fead + fedefaba =0 (17.1.11)

If we introduce the matrices T %) by
(Téadj))bc = i.fbac ) (17112)

it is simple to verify that the Jacobi identity for the structure constants can be rewritten (using
the antisymmetry of the structure constants) as

(TS0 )y (TLD) 4o — (TLD )y (TOD) g = i fca( T Ve (17.1.13)

[Téadj)7 Tb(adj)] — Z.fabcTc(adj) . (17.1.14)

The matrices Té“dj ) are the generators of the adjoint representation. Note that for SU(2) the gen-

erators Ta(adj ) are nothing but the generators of the spin 1 representation (which is the fundamental
representation of SO(3)).

The action of the adjoint representation can be visualized as follows: if T, are r the generators of the fun-
damental representation of SU(N), and x is a N-dimensional complex vector, we can define the r real num-
bers yo by ya = ziT,z. Under the action of the group we have z — G(g)z, where G(g) = €®*Ta  hence
Ya — (99)a = T GT(g)TuG(g)x, which can be written as the linear combination V,;(g)ys of the original variables,
with the real matrix elements V,;(g) defined by

GH(9)TaG(9) = Var(9)Ty - (17.1.15)
Using the normalization of the generators of the fundamental representation we have explicitly
Vab(g) = 2Tr (G (9) TuG(9)Ts) - (17.1.16)

From the fact that G(g) is a representation of the group, hence G(g192) = G(g1)G(g2), the equality Vup(91) Vie(g2) =
Vac(g192) easily follows, hence V(g) is also a representation. Moreover the transformation T, — GT(9)T.G(g) is
unitary with respect to the scalar product obtained extending by linearity (T, |T;) = ReTr(T,T}), from which the
orthogonality of V(g) follows (a result that can also be obtained by using the explicit form of V4 (g) and the Fierz
identity). For g =~ Id we have

GH@)TuG(g) ~ (1 — i60°T)Tu(1 + i0°Te) = Ta + i60°[Ta, Te] = Ta + i60% facsTs (17.1.17)

hence V4 (9) = dap + ifacyi0° = dap + iGC(Téadj))ab, and Vy; is the adjoint representation matrix.

17.2 Continuum gauge theories

Let us assume ¢(z) to be a field! with several components, which transforms according to a
given irreducible representation of a continuous group of transformations which commutes with
the Poincare group (a so called “internal” group):

d(x) = 7o(x) = G(g)p(x) - (17.2.1)

4We assume for the sake of the simplicity this field to be a scalar one, but the presence of Lorentz indices is
irrelevant for what follows.
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In this equation g denotes a constant (i. e. independent of z) element of the group of transforma-
tions, while G(g) is the matrix associated with g by the given representation (in the following we
will often write just G instead of G(g)). For concreteness, and since this is the most common case
in applications, we will assume ¢(z) to be a complex field with n components, and G(g) to be a
unitary n X n matrix.

Since we assumed g to be independent of x in Eq. (17.2.1) (and G to be unitary), it is immediate
to verify that expressions like, e. g.,

¢'(x) - d(z) . [0u0(x)]" - 0"o(2) , (17.2.2)

are invariant under the transformation ¢ — G(g)¢. This is no more the case if we consider local
transformations, i. e. trasformations for which g depends on the point of application: under the
action of a local transformation ¢f(z) - ¢(z) is still invariant, but [9,¢(z)]" - 9*¢(z) is not. Let us
consider how 0,,¢ changes under a local transformation (the dependence of g, and thus of G(g),
on x is implied):

O = 0,96 = 0,(Go) = G(0,0) + (0,G)6 = G (0,0 + G'(9,G)9) - (17.2.3)

In order to remove the non-homogeneous term from the previous equation, and promote the
global symmetry to a local (gauge) symmetry, let us introduce the gauge field A,, (represented by
a n X n complex matrix) and the covariant derivative

D, = 0, +ieA, , (17.2.4)

where e is the coupling constant. Note that the coupling constant is typically denoted by ¢ in the
non-Abelian case, but g could be confused with the group element. We obviously have

Dyué = 9(D,6) = (9, +ie9A,)G = G(aﬂ +G10,6) + ieGTgAHG)d) , (17.2.5)
and if we impose 9(D,¢) = GD, ¢ we obtain the relation
G1(0,G) +ieG19A,G = ieA, (17.2.6)
and thus the transformation law of the gauge field
94, = GA,G' + é(aNG)GT =GA,G' - éG(&MGT) : (17.2.7)
where in the last equality we used

0=0,1=0,(GG" = (0,G)G" + GJ,G" . (17.2.8)

The derivative of the exponential of a non-constant matrix M («) can be written as (see, e. g.,
[111])

1
iewa):/ 1=t AM(D) a1 4, (17.2.9)
da o da ’

which can be intuitively understood by writing e™ as /N ... eM/N (where N terms are present),
using the fact that eM/N and %% commute to leading order in 1/N, and rewriting the N — oo
limit as an integral. By using this identity we can rewrite the non-homogeneous term i((“)HG)GJr
which appears in the transformation of A, where G(g(z)) = €?"(@7Te  as

1
i(0,G)GT =i / 100" Toj(5 9T, et T G =
0

. - (17.2.10)
_ _(aﬂaa)/ ez(l—t)a TbTae—z(l—t)G det )
0
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For any G(g) the matrix G'(¢g)T,G(g) is in the group algebra, since an element g. of the group
exists whose representation is e’ and

G(97"9.9) = G (9)G(9e)G(g) =~ GH(9)(1 + ieT,)G(g) = 1 + ieG' (9)T.G(g) , (17.2.11)

hence i(9,G)GT is in the group algebra and, for the same reason, if 4, is in the algebra the quantity
GA,LGJr is also in the algebra. It is thus consistent to assume the matrix A, to live in the group
algebra: A, = A§T,. Moreover, from the transformation rule of A, (see Eq. (17.2.7)), we see
that under global transformations (i. e., with constant g and thus constant G(g)) the matrix A,
transforms in the adjoint representation of the group.

Note that we used (and we will use in the following) the matrix notation A, = AfT, to write
formulas in a compact form, but the true gauge fields are the components Af, (N 2 —1 components,
for SU(N)). This can be understood by considering a model in which two different matter fields are
present, transforming in two different representations, and interacting with the same gauge fields.
If we denote by Tél) and T, (52) the generators of these representations, the covariant derivatives for
the two matter fields are

DW= 9, +ieA*T (17.2.12)

where 7 = 1,2 and the same fields AZ enter both the covariant derivatives.
The field strength F),, is defined, in the non-Abelian case, by

F, =

[D,.D,] . (17.2.13)

1
e

To verify that this definition makes sense let us compute F},, ¢:

1D, U6 = L (0 4 104,)(0 +10A)6 — (0, +ieA,)(0, +icA, )0} =
- fé {ieA,0,0 + ied (Ad) — €A, Ayd — ieA 0,0 — iedy(Aud) + €A, A d) = (17.2.14)
= {ie(@u A~ A~ (A AJSY = Dy — 0, Ay ticlAu A6
from which we see that F},, is not a differential operator, and explicitly
Fl = 0,A, — 0,A, +ic[A,, A,)] . (17.2.15)

Just like A, also F},,, lives in the algebra of the group, and if we introduce its components using
F, = FﬁyTC we get (from the definition of the structure constants fupc)

Ff, = 0,45 — 0, A% — efanc AL AL (17.2.16)
Under a gauge transformation we have

Fuyé = 9F,,9% = —g[gD,m

ID)9¢ = —éG[D,u D¢ = _EG[D’“ D,|G9¢ , (17.2.17)

hence
9F,, = GF,,G" (17.2.18)

and F),, transforms in the adjoint representation of the gauge group. Only in the Abelian case the
field strength F),, is gauge invariant.

The Euclidean action of the SU(N) gauge theory (with generators normalized according to
(T, T,) = %5{11,) in D dimensions is

e = i/Fﬁu(x)Fiv(x)de = %/TF[FW(:E)FW(%) dPz, (17.2.19)
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which is the natural generalization of the U(1) Abelian case
/ z)dPz . (17.2.20)

Note that in the non-Abelian case F),, F},, is not gauge invariant, but Tr [F o W} is, as imediately

follows from Eq. (17.2.18). Since the Euclidean action is dimensionless (in natural units), the field
strength F),, has mass dimension D/2, from which we obtain [A,] = £ — 1 and

D D (D ) _4-D (17.2.21)

(=3 -24]=5 -2(2-1) ="
The quantum field theory described by the action Sg introduced above is typically called Yang-
Mills theory, or pure gauge theory, to distinguish it from QCD or QCD-like theories, in which
matter fields are coupled to the gauge fields. Note that, in the non-Abelian case, Yang-Mills
theories are not free theories, since the field strength F),, also contains a term which is quadratic
in the gauge fields.

To formulate gauge theories on the lattice the concept of parallel transport along a curve will
turn out to be useful. We can define the parallel transport along the curve C from x to y as

y
Uc,., = Pexp (—ie/ AM(z)dzM> ) (17.2.22)

where P exp denotes the path-ordered exponential (points closer to x along C' stay on the right),
which is a simple extention of the usual time-ordered exponential encountered in time-dependent
perturbation theory. Let us note that, since A, is an element of the algebra of the group, the
parallel transport lives in the same representation of ¢(x), moreover if C is a path from x to y and
(' is a path from y to z, we have

Uc,_ Uec, ., =Ucy

zy Yy zex

(17.2.23)

where C” is the path which goes from x to z obtained by joining the paths C and C’.

If we parameterize the path from x to y by the function z(¢), with 2(0) = = and 2(1) = y,
the parallel transport from z to y along C' is the solution (computed at ¢ = 1) of the differential
equation

d
dt

with initial condition U(0) = 1. This can be shown by rewriting this initial problem in the integral
form

SUWM) = —ieA, (2(£) 2, (U (1) (17.2.24)

Ut)y=1- ie/o A (2(7) 2 (P)U (T)dr (17.2.25)

and solving it by iteration:
U9y =1,
t
UD(t) =1 —ie / A (2(7))2u()dr

U (t) =1 e / Ap(2(n) (MU (7)dr = (17.2.26)

e / A ()2 (F)dr + (ie) / ar / Q€A (=(r)) 3 (7) Ay ()2 (€) =

—l—ze/A

dT

A=) A ()| 2u(M) 2 (6)
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and so on, where the path-ordered product is defined by

Plasconatee)] = { PEDEE) Ti28 (17.227)

The gauge transformed parallel transport U can be obtained by using 9A4,, instead of A, in
the definitions Eq. (17.2.22) or Eq. (17.2.24), so

%QU(t) = —ie [G(z(t))Au(z(t))GT(z(t)) + é@MG(z(t))GT(z(t)) ERORUGHE (17.2.28)

and it is simple to verify that exactly the same differential equation is satisfied by the quantity
V(t) = G(2(t))U(t)GT(2(0)). Using Eq. (17.2.24) we have indeed

%V(t) = 9,G(2(t)2,(OU (1)GT(2(0)) + G(2(1))U (1)GT(2(0)) =

= —ie (iauG(Z(t))U(t)GT(Z(O)) + G(Z(t))Au(Z(t))U(t)GT(Z(O))> Zu(t) = (17.2.29)
— —ie (iauc<z<t>>G*<z<t>> ¥ G(z(t))AAz(t»G*(z(t))) 5OV
Moreover we have by definition 9U(0) = 1 and V(0) = G(2(0))U(0)GT(2(0)) = 1. 9U(t) and V (t)

thus satisfy the same differential equation with the same initial condition, hence they are equal
and

IU(t) = G(2(t)U ()G (2(0)) , (17.2.30)
and in particular, using ¢t = 1, we have
e, =Gy)Ue, .G (z) . (17.2.31)

A more elementary way of reaching the same conclusion is to consider the infinitesimal parallel
transport Uc ~ 1 —ieA,(x)dz, and proceed as follows (no sum on 4 is present):

rz+dr+x

IUc ~ 1 —iedA,(z)dz, = 1 —ieG(z)A,(z)GT (z)dz, + (0,G(z))GT (x)dx,, ~

G(z +dz) — G(x)

rz+dr+—x

~1—ieG(x T )G (x)da T(x)dz, ~

~1 G(x+dz)A, ()G (x)dx, + dz,, G'(xz)dz, (17.2.32)
= G(z +dz)Gl(z) —ieG(z + dz) A, (2)GT (v)dx, =

= G(z +dz) (1 —ieA,(z)dr,) G'(z) ~ G(z + dz)Uc, , .. .GT(z) .

Under global transformations, with G(z) independent of z, parallel transports thus transform
according to the adjoint representation of the group.

Note that using the parallel transport the covariant directional derivative along the direction
n, can be written as

n“DM(b(x) = lim Ucwewrna@b(x +nd) — ¢(x)

lim 5 , (17.2.33)

and this definition is meaningful since the gauge transformation rule Eq. (17.3.3) ensures that both
the terms on the right hand side transform in the same way under local gauge transformations:

"Ue,., 6] = 1., 6) = G@)Ue, .G (1)Gy)oly) =
= G(@)Uc,.,0(y) -

(17.2.34)
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17.3 Lattice gauge theories: basics

If we define, as usual, the lattice fields ¢,, on the lattice sites, it is immediate to see that the
forward lattice derivative

G,SF)(bn = %((anrﬂ - ¢n) (17.3.1)

is not gauge covariant, just like its continuum counterpart 0,¢(z). To write a lattice covariant
derivative we can introduce the lattice gauge fields

Un(n) = Upspen (17.3.2)

associated with the parallel transports along the positive directions of the links (i. e. p > 0). The
transformation rule Eq. (17.2.31) then gives

IU,(n) = G(n+ @)U, (n)G'(n) , (17.3.3)
and it is immediate to verify that
1
p (U;(n)@wﬂ - ¢n) (17.3.4)

is gauge covariant.
If we assume to know A, (z) in the continuum, we have

1
U,(n) = Pexp (—ie / Au(z(t))z'ﬂ(t)dt> . (17.3.5)
0
We can chose z(t) = n +tfi and develop A, (z(t)) in Taylor series around ¢ = 1/2, to get
Uu(n) = exp (—ieaA,(n + i/2) + O(a®)) . (17.3.6)

Note however that in the lattice setup the fundamental variable is U, (n): unlike continuum gauge
fields, lattice gauge fields live in the group representation, and not in its algebra.
Using gauge and matter fields it is easy to write gauge invariant expressions: for example

AN ( 11 Uu(i)> P+ (17.3.7)

m<<n

is gauge invariant, where the product stands for the lattice path-ordered product along a path
connecting n with m. If we consider just the path-ordered product of gauge variables along a path

we have
9 ( 11 U,Ai)) = G(m) ( 11 Uﬂ(i)> Gi(n), (17.3.8)

m<n m<—n

and to get a gauge invariant quantity from this expression we have to restrict to the case m =n

and take the trace:
Tr ( 11 U,t(i)> , (17.3.9)

n—n
where the path-ordered product extends on a closed path, is gauge invariant. The simplest closed
nontrivial path is that obtained by starting from n and then moving forward in direction p, moving
forward in direction v (with pu # v), moving backward in direction p and finally moving backward
in direction v. The gauge invariant quantity associated with this path is typically called the
plaquette:
() = ReTrIl,, (n) |
Huv(n) = Unenjtf/Un+19<—n+[¢+f/Un+[t+1)<—n+ﬂUn+ﬂ(ﬁn = (17310)
= Uj(n)U}(n + 2)U,(n+ @)Uu(n) .
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From [Tr(M)]* = Tr[M1] it is simple to show that P,,(n) = P,,(n); note however that often
P,, is defined with Tr instead of the ReTr used in Eq. (17.3.10), in which case one gets instead
P,,(n)* = P,,(n). Often the product of liks II,,,, in Eq. (17.3.10) is also called plaquette.

By using Eq. (17.3.6) and the Campbell-Baker-Hausdorff formula to the first nontrivial order
(eMeN = MAN+3MN]) it ig not difficult to show that the plaquette (for fixed gauge fields and
a — 0, the so called naive continuum limit) is related to the fields strength. We have indeed (no

sum on repeated indices)

U,n+)U,(n) = (—zeaA (n+a+70/2) —ieadA,(n+ [/2)—
e2a
-5 At i+ 5/2), A W+ f1/2)] + 0(a3)) -
. 91 1 e?a? 3
=exp | —iea {4, + A} —iea iauAu + §6VA,, + 0,A, p — T[Au, A+ 0@,
(17.3.11)
where in the final expression all quantities are computed in n. In the same way we get
1 1
UJ(n)Ug(n + D) =exp <iea {A, + AL} +iead® {8,,AH + §8uAu + 2&,&,} -
22 (17.3.12)
S A+ 06
and finally
T, (n) = exp ( —iea{0,A, — 0, A, +ie[A,, A} + O(a3)> _
(17.3.13)

= exp ( — iea?F,,(n) + 0(a3)) .

We are now ready to introduce the lattice action for gauge fields. In the U(1) case we have

Po(n) = cos (ea2FW(n) + O(a3)> : (17.3.14)
and in the naive a — 0 limit,
1
1= Py = ge *a'F}, . (17.3.15)

We can write the sum of all the plaquettes as

> :% >, (17.3.16)

plaq n,uFEY

hence the quantity (note that P,, =1 for each )

B Pu) = 0 Y LR, = et Y 1aP

plaq n,uv n,uv
1
~ 2 4—D D 2
~ fe“a g /d 4F/w
iz

reproduces the Euclidean continuum action if we use for the dimensionless parameter 3 the value®

(17.3.17)

1

5Note that in performing the a — 0 limit we have neglected the fluctuations of the fields, and this computation
is equivalent to a tree-level perturbative computation (hence the name of naive continuum limit).
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In the non—Abelian case we have to remember that the SU(N) generators satisfy Tr7, = 0 and
Te(T,T}) = 5ab7 hence

1- %PW =1- iReTrexp ( —iea’F,,(n) + O(a3)> ~
62(1 ) 2 s (17.3.19)
R Tr(F,,) = N (Fp)” -

In the naive continuum limit we thus have, proceeding as in the U(1) case, the relation

5Z<1 ,w> ~ 80 DZ/dD 42 : (17.3.20)

plaq

and this expression reproduces the Euclidean continuum action if the dimensionless § parameter

is equal to
5= 2N
T 2¢4-D -

By <1 — JIVPW> (17.3.22)

plaq

(17.3.21)

The action

is known as Wilson action [112]. In the following we will use exclusively the Wilson form of the
lattice action, however it is important to stress that the form of the lattice action is by no means
unique: to perform the continuum limit we have to approach a continuous phase transition, and for
two different lattice actions to describe the same continuum physics it is enough that they display
continuous transitions in the same universality class (for other lattice actions see, e. g., [82] §3.2.9,
113] §9)

When scalar fields are coupled to the gauge fields, it is not difficult to show in a similar way
that the quantity

(UT (n)qanrp« - ¢H>T . (UT (n)¢n+,u, - (bn) =
= 0his - O = 2Re( B, Un(m)6n) + 6L - 0

reduces in the naive continuum limit to | D, ¢|*.

(17.3.23)

Important comment on notations: the “operator ordering” used above is probably the most natural one when
building the lattice theory from continuum parallel transports, however from the purely lattice point of view a
different convention can be (and often is) adopted. The definition of the plaquette

Puy(n) = ReTr(UH (n)Us(n + @)U} (n + 2)U} (n)) (17.3.24)
is absolutely legitimate if we use the gauge transformation rule
Uu(n) = G(n)Uu(n)GT (n + 1) (17.3.25)

instead of Eq. (17.3.3), corresponding to the definition Uy (n) = Un«mn+, instead of Uy(n) = Un_ﬂu_n. Using

this convention the quantity qanH(n)qu Uy (n)¢n that is

ntp 1S gauge invariant, while using Eq. (17.3.3) it is ¢

n+p
gauge invariant.

To close this section we still have to define the integration measure to be used for lattice gauge
variables. As noted above, the fundamental lattice variables are U,(n), which are element of the
(unitary representation of the) compact groups SU(N) or U(1), depending on the case considered
(see later for further comments on the U(1) case). For all compact groups a “special” measure
exists, the so called Haar measure, which is the only invariant measure of the group [108, 109, 110]:
this means that for any gy we have

dg = d(gog) = d(ggo) - (17.3.26)

and this measure is typically normalized in such a way that [, ¢ dg = 1. Some specific examples of
the Haar measure will be used when discussing the heat-bath algorithm, but for now it is enough
to note that the use of this integration measure presents two important advantages:
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e it is consistent with gauge invariance:

/ (HdUu(n)> eSWlop] € / <Hd9UM(n)> eSopy @

n,u

- / (H d(G(n + u)Uu(n)GT(n))> e—SWo ¥ (17.3.27)

n,pu

= / (HdUH(n)> eSOy,

n,pu

where in step (1) we renamed U — 9U, in step (2) we used the gauge invariance of the action
functional S[U] and of the observable O, and in step (3) we used the left and right invariance
of the Haar measure.

e it allows the use of the Metropolis (and not Metropolis-Hastings) algorithm, since it is uniform
on the group as a consequence of left and right invariance.

Let us explicitly note that, when the variables U, (n) are elements of a compact group, on a finite
space time lattice all average values are well defined from the mathematical point of view, since
the integration manifold has finite measure. When using instead a non-compact group several
problems can arise:

e two different invariant measures can exist, one that is left invariant and one that is right
invariant (see [114] §2.2 for a simple explicit example)

e even in a finite space time lattice, not all average values of gauge invariant quantities are
well defined, unless peculiar boundary conditions are used (see, e. g., [87] for a non-compact
U(1) formulation in which fundamental variables live in R).

It is finally important to note that, since in the lattice formulation the fundamental variables
U,(n) are elements of the group and not of the algebra, it is possible to study on the lattice also
gauge theories with discrete gauge groups (like, e. g., the cyclic or the dihedral groups), which do
not have a direct continuum counterpart. For finite groups the equivalent of the Haar measure is
simply the sum on all the group elements (normalized by the order of the group, i. e., the number
of group elements). For finite gauge groups the Wilson action is typically written in the form

Sp=8Y (1 - iPW(n)) , (17.3.28)
plag

where n is the rank of the group representation, and P, was defined in Eq. (17.3.10).

17.4 Lattice gauge theories: general properties

As we noted before, when we consider lattice gauge theories with compact gauge group on a finite
space-time lattice all average values are mathematically well defined, and thus there is no need of
introducing a gauge fixing (unless you want to use lattice perturbation theory, see, e. g., [81, 82]).
We will however see that, in some cases, it is in fact useful to fix a gauge and reduce the number
of degrees of freedom, e. g. to analytically solve two dimensional gauge theories. On the lattice,
the most natural way of fixing a gauge is to use the gauge freedom

Uu(n) = G(n+ )U,(n)GT(n) (17.4.1)

to set to the identity some lattice gauge variables, e. g., using G(n) = U,(n). In particular, it is
simple to understand that we can fix to the identity all the links of a lattice tree (i. e. a set of
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links in which no closed loops are present). It should instead be clear that we can not generically
fix to the identity all the links of a closed loop, since the quantity

T | [] Uu(n) (17.4.2)

loop

is gauge invariant. In this regard it is important to note that, on a finite space-time lattice with
periodic boundary conditions, we also have loops which wind around the lattice; it is thus not
possible, e. g., to fix Up(n) = 1 on all sites n.

It is simple to show that, if f[U] is a functional which satisfies

/dgf[gU] —0, (17.4.3)

where g is a global (i. e. independent of n) gauge transformation, then (f) = 0. Indeed

d o UL () F[UTe™ ST (1)
() = [dg(f) =L gf((gn”udw(n))))e,[s]w] = (17.4.4)

= fdgf(nn,ﬂ ng”(n))‘f[gU]eis[gU] (2:) fdg f(]._.[n,,u dUM(n))eis[U] fdgf[gU]
J(IT,.., AU (r) )e=STU] J(TT,, AU, (n))e=SIU)

:0,

where in step (1) we changed U,(n) — 9U,(n), in step (2) we used the gauge invariance of the
action and the properties of the Haar measure, and in the last step we finally used the hypothesis
Eq. (17.4.3). Eq. (17.4.3) can appear difficult to verify, but it is sufficient that f[U] transforms
according to an irreducible representation of the gauge group for Eq. (17.4.3) to be satisfied: if
flPU] = R(g)f[U], then

/ dg/f[o0] = / dgR(g) fU] . (17.4.5)

Using the invariance of the Haar measure we have, for any go,

/ dgR(g) = / d(g09)R(g0g) = R(g0) / dgR(g) (17.4.6)

hence f dgR(g) is proportional to the projector on an invariant subspace of the representation.
Since the representation is irreducible, this projector has to vanishes (the case [dgR(g) = 1
corresponds to the trivial representation, R(g) = 1 for any g), hence we conclude that Eq. (17.4.3)
is satisfied. This fact shows, in practice, that the class of nontrivial local observables coincides
with the class of gauge invariant observables. In particular, since under a global transformation the
gauge variables U, (n) (as all parallel transports) transform according to the adjoint representation
of the group, it follows that (U,(n)) = 0 and ([any products of U,(n)]) = 0.

The previous result is the equivalent, in the present context, of the relation (m) = 0, valid
for the Ising model when h = 0 and periodic boundary conditions are used, which follows from
the global Zs invariance, see Sec. 5.1. In gauge theories a much stronger result holds, known
as Elitzur theorem, which roughly states the impossibility of spontaneously breaking local gauge
symmetries. A more precise statement is the following: let f[U] be a functional which depends
on a finite number (independent of the lattice size) of compact gauge variables, which under local
gauge transformations satisfies

/f[gU] [[ds(n)=0. (17.4.7)

If we explicitly break the gauge symmetry by adding to the Euclidean action a term of the form
(hu(n) is a sort of external magnetic field)

ZReTr(hﬂ(n)Uﬂ(n)) , (17.4.8)
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then we have

}llli)l%) Vh—r>noo<f>v’h =0. (1749)

Note that the order of the limits is the same which, in the case of the Ising model, was used to
expose the spontaneous breaking of the global Zy symmetry.

To prove Elitzur theorem we will follow the presentation in [45] §6.1.3. The starting point is
the definition of (f)v,x:

Py = —— / ¢ SIUI= X0, ReTr(hu(m)Us(m) £117 HdU (17.4.10)
A

where

Ty = / e~ SIU1= T RETH (U () TT AU () (17.4.11)
n,p

To simplify the notation some indices will be implied in the following expressions, using the short-

hand
hU= ZRe’I‘r(hu(n)UH(n)) . (17.4.12)

n,u

Let us denote collectively by U’ the gauge variables in the support of the functional f[U], and
by U” all the remaining ones (we analogously denote by A’ and h” the associated gauge breaking
fields). By renaming in the numerator of (f)y,;, the U’ variables, using U' — 9U’, we get

1 rarrt _p!tgr!t
(Hvn= m/e—sm—h' v p e T dU(n) | (17.4.13)
: n

where we exploited the invariance of the action under local gauge transformation® and the invari-
ance properties of the Haar measure. Averaging on g we get

(Fovn=5— /—SU] MU T AU (n /ng —h""U’Hdg (17.4.14)
V,h
n,n

We can now note that, if the A’ variables are small enough, we have
‘e*h"“U’ - 1‘ <e (17.4.15)

uniformly in V' (the total number of lattice sites), where € is an arbitrarily small positive number.
The previous relation holds true since the set of all U’ is bounded, which is a consequence of
the fact that the gauge group is compact and the support of the functional f[U] consists of a
finite (independent of V') number of gauge variables. We thus have, using Eq. (17.4.7) and the
normalization of the Haar measure, the inequality

(f vn—|/ —Sw h”U”HdU /ng *h""U/ )Hdg(n)<

max f _wyu’ maX f
€e——— I | dU,(n) =
AR A

(17.4.16)

LV, =0,n"

where we denoted by Zy p/=o n~ the partition function computed by fixing A’ = 0. Carrying out
analogous manipulations for the partition function we have

ZV,h = /6_S[U]_h”'U” HdUu(n) /e_h’.-‘/U’ Hdg(’n) =
n,u n
= Zvp=0,n" + /673[(]]7”/'[]“ HdUu(n)/ (e*h,'QU' — 1) Hdg(n)
n,u n

6Note that this step can not be performed for global transformations.

(17.4.17)
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hence
2y — Lyvw=on| < €2y p=on (17.4.18)

Using this bound we find
(vl < 77— “ maxf, (17.4.19)
—€

with € independent of V', and finally

lim lm (f)vp=0. (17.4.20)

Elitzur theorem can be extended, with practically no changes, to the case in which matter fields
are also present. It is important to stress that this result is not inconsistent with the existence of
the Higgs mechanism: Elitzur theorem states that the Higgs mechanism, in a nonperturbatively
regularized and gauge-invariant setting, can not be related to the existence of a nonvanishing
expectation value for local observables. Although this could seem at odds with the standard
presentations of the Higgs mechanism, in fact it is not: in the standard discussions of the Higgs
mechanism (see, e. g., [115] §21) a gauge-fixed theory is used, and local observables in a gauge-fixed
theory typically correspond to non-local observables in the gauge invariant theory (see, e. g., [116]
for the analogous case of charged gauge-invariant states in electrodynamics). The Higgs mechanism
affects the spectrum of the theory, and we have seen in Sec. 14.1 that the spectrum of a theory
can be determined by studying the large distance behavior of local observables correlations, not by
studying local observables themselves. For further discussions of the Higgs mechanism in (mainly
lattice) gauge theories see, e. g., [117, 118, 119], and [33] §C.II for a textbook presentation.

Elitzur theorem prevents the possibility of characterizing the phases of Yang-Mills theories
by means of a local order parameter: no symmetry breaking can be used to characterize the
phases, since no gauge symmetry breaking can happen and there are no other (internal) symmetries
available beyond the gauge ones. This is no more true if matter fields are present: for example, if a
N-component scalar field is coupled to a U(1) gauge field in such a way that the global symmetry
is SU(N), the local operator Q;; = ¢} ¢; is gauge invariant and transforms according to the adjoint
representation of SU(N). We can thus characterize different phases by the way in which the SU(N)
symmetry is realized (see, e. g., [87], or [120] for the non-Abelian gauge case).

In Yang-Mills theories, i. e. gauge field theories without matter fields, different phases can
nevertheless exist, characterized by the different behaviors of non-local observables. The simplest
non-local observable is the Wilson loop, which is a generalization of the plaquette: a Wilson loop
of size wy X w; is defined by

W (wy, ws) = (Tr (H Up(n)>> , (17.4.21)
C

where the path-ordered product of gauge variables [[. U,(n) is carried out along a rectangular
contour C' of sides w; and ws. The importance of the Wilson loop lies in its relation with the
so-called static potential: it can be shown (see, e. g., [81] §7 or [121]) that the static potential
between two infinitely massive color” sources, at distance w, from each other, is given by

V(ws) =— lim ilogW(wt,ws). (17.4.22)

w—00 Wy

The different behaviors of the Wilson loop for large values of w; and w, can thus be related to
different large distance behaviors of the static potential.
In some cases it happens that, for w,ws > 1, the Wilson loop behaves as

W (wy, ws) oce” 7% (17.4.23)

"The “color” terminology is typical of quantum chromodynamics. In the more general context of generic gauge
theories color just refers to the degrees of freedom on which the gauge group acts.
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Figure 17.1: Static potential in three dimensional SU(2) gauge models (in lattice units): “no string
breaking” points refer to the Yang-Mills theory, while “string breaking” points refer to a model in
which scalar matter fields are coupled to the Yang-Mills theory. Adapted from [122].

a relation which is known as area-law. If this happens, the large distance behavior of the static

potential is
lim V(r) ~or, (17.4.24)

rT—00

and the theory is said to be confining: an infinite amount of energy is needed to separate two static
color sources. It may instead happen that the leading large distance behavior of the Wilson loop
is described by the so-called perimeter-law

W (wy, w) oc e~ @Wetws) (17.4.25)

in which case lim, o, V(r) = a < 00, and the theory is not confining. It can be rigorously shown
(see [123, 124]) that large Wilson loops can neither approach zero faster then Eq. (17.4.23) nor
slower than Eq. (17.4.25). The parameter o entering the area-law is called string tension, and it is
a (non-local) order parameter for the confinement/deconfinement transition.

Note that in theories with matter fields transforming in the fundamental representation of
the gauge group Wilson loops never obey the area-law: when the distance between the two color
sources is increased beyond a critical value, a “two meson” state becomes energetically favorable
with respect to the two separated unscreened color sources. At that point the linear grow of the
static potential abruptly stops, a phenomenon know as string breaking, see Fig. (17.1).

It can be shown (see [45] §6.3) that any Yang-Mills theory (hence without matter fields) with
compact gauge group and nontrivial center® confines for sufficiently small 3 values. Confinement
is however not necessarily present for generic values of 3, the most famous case being probably
that of the three dimensional Zs lattice gauge theory. It can be shown that this theory is dual to
the three dimensional Ising model (see [125, 40], and also [45] §6.1), it displays a continuous phase
transition at

1 .
Be = —5 Intanh Blsme ~ (.761413. .. (17.4.26)

(see [68] for A7) which is of the 3D Ising universality class”. This model is confining for 8 < .
(consistently with the fact that Zs is a compact group with nontrivial center) and not confining
for 5 > B. [125]. A similar but less popular case is that of 4D (compact) U(1) Yang-Mills theory:
this model is confining for small 8 values, however for large values of 3 this is no more true [126],
and a (discontinuous) deconfinement phase transition happens for 8 = 1.011 (see, e. g., [127]). In

8We remind the reader that the center of the group is the set of elements (in fact the subgroup) that commute
with every element of the group. The center is said to be trivial when it coincides with the identity element.

9To say that the transition is of the 3D Ising universality class is not completely appropriate, since in the Zs
gauge model all the magnetic/Z2-odd sector is missing. A more precise statement is that the singularity of the free
energy is of the same form as that of the three dimensional Ising model without magnetic field.
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several cases (e. g. in 3D and 4D SU(N) Yang-Mills theories) confinement is numerically observed
for any 5 > 0, but a rigorous proof of this fact is still lacking.

In confining gauge theories, the string tension or, more generally, other properties of the static
potential (e. g., the Sommer parameter, see [128] for the 4D SU(3) case), are commonly used to
set the physical scale of lattice simulations, see the discussion in Sec. 14.2.
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Chapter 18

Numerical simulation of lattice
gauge theories

Let us remind that the Wilson action is

Se =8 (1 - JbReTrHW(n)> , (18.0.1)
plaq
where
I, (n) = Ul (n)U} (n+ 2)U,(n + @)Upu(n) . (18.0.2)

Note that, written in this way, Sg takes the same form for the SU(NN) gauge theory, for the U(1)
gauge theory (N = 1 has to be used), and for the finite group cases (N is just the dimension of
the representation). If our aim is to update the gauge variable U, (n), it is convenient to note that
this variable enters only 2(D — 1) plaquettes (in D space-time dimensions), and we can write

Sp = f% > ReTill,, (n) - % > ReTrll,,, (n — ©) + independent of U, (n) =
vin vin (18.0.3)

= —%ReTr [S,L(n)Uu(n)] + independent of U, (n) ,
where we used ReTrll,, = ReTrll,,, and introduced

Sun) =" (Uj(n)U;(n + YU, (n+ 1) + Uy (n — 0)Ul (n — 0)US (n — b + ,:L)) , (18.04)
VFEL

which is known as the sum of the “staples”, for obvious geometrical reasons, see Fig. (18.1).

'\
(e (B 1 I
AUu(n) 4
n-ov n  n4i v

Figure 18.1: Graphical representation of the sum S,(n) of the staples associated with the gauge
variable U, (n).
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18.1 Metropolis update

A possible update scheme for lattice gauge theories consists in sweeping through the lattice (or
randomly selecting sites and directions) and proposing the trial update

U,(n) — random matrix of the group , (18.1.1)

which is then accepted or rejected using a Metropolis test. The difference of Euclidean action ASg
associated with the trial update, needed in the Metropolist step, can obviously be computed using
Eq. (18.0.3).

This update scheme presents however two important drawbacks. The first (less important) one
is that the acceptance probability could be very small. The most important drawback is that,
for the previous update scheme to be stochastically exact, the selection probability of the random
matrices has to be uniform on the group, since otherwise the selection probability would not be
symmetric and the Hastings correction would be needed, see Sec. 3.3.1. It is however generally
nontrivial to generate matrices distributed uniformly on a group. This is typically possible only
for finite groups (in which case it is sufficient select a random element of the group) or groups
with very simple algebraic characterizations (like SU(2)). A simple way of of forcing the selection
symmetry in the general case is the following:

1. generate a random matrix R of the group (not necessarily with uniform distribution)
2. generate the random number r in [0, 1) with uniform pdf
3. use the trial update

RU,(n) ifr<1/2

U,(n) —>{ RiUu(n) ifr>1/2 (18.1.2)

Point (3) ensures that the trial selections U,(n) — V,(n) and V,(n) — U,(n) have the same
probability, obviously assuming that the algorithm used to generate the random matrices does not
change during the update.

It is important to note that gauge variables, after some update sweeps, have to be projected
back on the group, in order to avoid the accumulation of rounding errors, analogously to the case
of O(N) vector models discussed in Sec. 6.3. In the U(1) case it is sufficient to use

Uu(n)

U#(n) — |UH(TL)| )

(18.1.3)

while for SU(N) matrices we have two possible alternatives. The Grahm-Schmidt algorithm is
numerically quite unstable (see, e. g., [129] §5.2) but it is typically sufficient to correct rounding
errors for small matrices. A more stable possibility is to find (e. g. using a pseudo-heat-bath
update with § = oo, see Sec. 18.3) the matrix V,(n) € SU(NN) which minimize

—ReTr(Vu(n)UZ(n)) : (18.1.4)

and then substitute V,,(n) — U,(n).

It is now convenient to analyze separately the cases of some gauge groups which are particularly
useful in applications, for which specific techniques can be adopted to increase the efficiency of the
update algorithm.

U(1) case

In this case we can generate R using R = €', where 6 is a random number with uniform pdf in
(—e¢,€). Note that, since the distribution of # is symmetric with respect to zero, R and R~! have
the same probability of being chosen, and we do not have to force the symmetry using the steps (2)
and (3) of the general algorithm described above. The parameter € can be chosen at the beginning
of the simulation in such a way to have a reasonable acceptance probability.
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Since the complex exponential function is typically quite slow, on some hardware it can be more
efficient to use instead the stereographic projection of R on the half-circumference to generate the
random complex number R:

1440
R=—. 18.1.5
V1462 ( )
This distribution is not uniform on the group, but it is still symmetric, and it is immediate to
verify that R(—6) = R~1(6), which is enough for the selection probability to be symmetric if 6 is
selected with uniform pdf on a symmetric interval.

SU(2) case

It is convenient to use the parametrization of the SU(2) group

R=roy+io-r, (18.1.6)
where r, € R for p=0,...,3, and 3, r% = 1. We indeed have (using {0;,0:} = 0 and 07 = 1)
R'R = (rg —iojr;)(ro + iopry) = 1o + rjry00 = ri , (18.1.7)
m

moreover from the explicit expression

R= < To+irs T2 ) (18.1.8)
—Tro+ry o —1r3

it is immediate to verify that det R = > u 7'/2, Using this parametrization we thus see that the
group SU(2) can be parametrized by the four dimensional sphere of unit radius S3. To generate
matrices uniformly distributed on SU(2) we can thus use the parametrization in Eq. (18.1.6) and
Alg. (11) or Alg. (12) (see Sec. 6.3). If instead we are interested in generating a random matrix
close to the identity, we can generate three real numbers a; with uniform pdfin (0,1), then compute
b; = 1 — 2a; (which are uniformly distributed in (—1,1)), and if Y, b? is nonvanishing® use

b;
ro = \/ﬁ s r, = 7\/E . (1819)
Z?:l b?

As in the U(1) case it is indeed simple to verify that R(—b) = R'(b), which ensures the symmetry
of the selection probability.

SU(N) case

In this case it is possible to obtain a random SU(NN) matrix close to the identity by multiplying
SU(N) immersions of SU(2) random matrices, using a strategy analogous to the one put forward
in [130] for the heat-bath. Let us consider for the sake of the simplicity the SU(3) case. Three
“natural” ways exist to immerse a SU(2) matrix M in SU(3):

1 0 0 My 0 Mo
RU =10 M; My |, R®= 0 1 0 ,
0 My Moo M1 0 Moo (18.1.10)
My Mz 0
R® = | My My 0 )
0 0 1

IMore precisely: if it is larger than a fixed target accuracy.
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and it is simple to understand that using these three SU(2) subgroups we can cover the whole
SU(3). The generalization to SU(N) just need more SU(2)s, with N (N — 1)/2 natural possibilities
for the immersion.

If M is a SU(2) matrix that is generated in such a way that M and MT are equiprobable,
we can for example use R = R, where i is a random number in {1,2,3} with uniform pdf, or
R = R"R2R" where iy,is,i3 is a random permutation of {1,2,3}. These choices ensure the
symmetry of the selection probability. If instead we use R = RWRP RG)| we need to chose R
or R" with equal probability to have a symmetric selection probability. A different possibility is
to use sequentially R, R and R®), performing a Metropolis test after each multiplication; in
this case detailed balance is not satisfied but balance is, see the discussion in Sec. 3.3.3.

18.2 Microcanonical update

If we want to update the gauge variable U,(n), and we are able to generate a new gauge variable
U’ in such a way that

e the Fuclidean actions of the original and of the updated configurations are the same,
e the selection probability of the process U,(n) — U’ is the same of the selection probability
of the process U — U, (n),

the update U,(n) — U’ is a legitimate Metropolis step, which is always accepted (see Sec. 6.3).
A practical way of ensuring the symmetry of the selection probability is to use a deterministic
procedure to generate U’ starting from U, (n) which produces U,(n) if we start from U’.

U(1) case

If the absolute value of the sum of the staples S, (n) is nonvanishing, it is sufficient to use

S*(n) \?
U’:U;(n)(wzgn;') . (18.2.1)

We have indeed
Sp = —BRe(U’'S,(n)) +ind. of U' = —fRe(U;(n)S;(n)) +ind. of Uy(n) = Sp,  (18.2.2)

oy (SE%) = Uuln) <|§ZEZ;|)2 (éﬂ) = Uuln). (1823)

and

3

SU(2) case

A peculiarity of the SU(2) group is that the sum of SU(2) matrices is proportional to a SU(2)
matrix, with a real and positive proportionality factor. This fact follows immediately from the
parametrization in Eq. (18.1.6): a sum of SU(2) matrices can indeed be written as

ao +io-a=la2 + a2 1172 (18.2.4)
Va3 + a?
where y/a2 + a? € RT and the remaining matrix is in SU(2). In particular we can write S,(n) =
oV, with & € R and V € SU(2), and we can easily verify that

U' =viui(m)vi (18.2.5)

is a legitimate microcanonical update [131]. We have indeed
ReTr(U'S,(n)) = ReTr(VIU[(n)ViaV) = aReTr (VU (n)) = (1826)
= aReTr(U,(n)V) = ReTr(U,(n)S,(n)) , o

and
ViUV =VIVU,(n)VVT =U,(n) . (18.2.7)
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SU(N) case

We can also in this case work on SU(2) subgropus [130]. Let us consider for the sake of the
simplicity just the case in which we consider the SU(2) subgroup corresponding to the first two
rows and columns, since the same strategy can be applied also in all the other cases. Following
the discussion in [13], we start by writing in a block-form the matrix U,(n)S,(n):

Un(n)Su(n) = ( wla ) , (18.2.8)

C

where w is a complex (in general not unitary) 2 x 2 matrix, and we are interested in performing

the update U,(n) — RU,(n), where
h|O0
R= (ﬁ) : (18.2.9)

and h € SU(2) is a matrix to be determined. The Euclidean action of the initial configuration is
(neglecting terms independent of U, (n)),

B B p
Sg = —NReTr(U#(n)SH(n)) = —NReTr(w) - NReTr(b) , (18.2.10)
while the Euclidean action after the update U,(n) — RU,(n) is
;B _ B B
SE = —NReTr(RUM(n)SH(n)) = —NReTr(hw) - NReTr(b) . (18.2.11)

The matrix w can be written in the form w = wg + 90 - w, where the coefficient w,, are in general
complex numbers, while for h we have h = hg + io - h with h, € R and Z“ hi = 1. We thus have
(using 00 = iEjklUl + 5jk:7 Tl“G'j =0, and hH S R)

ReTr(hw) = ReTr((ho +iojhj)(wo + iokwk)) =

(18.2.12)
= ReTr (howo —h- w) = ReTr(hORe(wo) —h- Re(w)) .
If we introduce the notation
u = Re(wp) + io - Re(w) (18.2.13)
it is clear that we can write u = oV, where V € SU(2) and « € R, hence
af s
Sy = —WReTr(hV) — NReTr(b) . (18.2.14)
We are now ready to show that the choice
h= (V1?2 (18.2.15)
is the correct choice to be used in a microcanonical update. We have indeed
aReTr(hV) = aReTr(VT) = aReTr(V) = ReTr(u) = ReTr(w) , (18.2.16)
hence S5 = Sg. To verify the reversibility we have to note that h = %(UTP, hence (using
Re(w) x Re(w) = 0)
1
h= == (Rewy —io - R Rewy —io - R =
EH(Rewu)Q( ewp — io - Rew)(Rewy — io - Rew)
) (18.2.17)
= W ((Rewp)? — (Rew)? — 2i(Rewp)o - Rew) .
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If we denote by w’ the equivalent of w after the update, w’ = hw, a tedious but straightforward
computation gives

o w ewp)? — (Rew)? e(w - Rew
v ZH(RGWV{ ol(Rewo)” = (Rew)”) + 2Re(uojw - Rew (18.2.18)

+ i[(Rewp)? — (Rew)?]o - w — 2iwpRe(wp)o - Re(w) — 2io - (Re(wo)w x Rew)} ,

and for the equivalent u’ of u after the update we get v/ = wj, + io - v/, with uj, = Rew| and
u' = —Rew’. Explicitly
u' = Rewy — io - Rew = ul | (18.2.19)

and hence V' = VT. We thus have b’ = [(V')1]? = V2 and h'h = 1. This update is thus reversible,
and this ensures that the selection probability is symmetric.

18.3 Heat-bath update

In the heat-bath update scheme, see Sec. 3.3.2, we update a gauge variable by sampling the
conditional probability of U,(n) when all other gauge variables are kept fixed. In particular, also
the sum of the staples S, (n) (see Eq. (18.0.4)) is to be considered as fixed.

U(1) case

The conditional probability of the gauge variable U,(n) when all the rest of the lattice is kept
fixed is
P(U)dU « exp {BRe(US,(n)) } dU , (18.3.1)

where dU is the Haar measure on U(1). If we introduce V' € U(1) by the relation V' = S, (n)/|S.(n)|
we have thus
P(U)dU o exp {B|S.(n)|Re(UV)} dU , (18.3.2)

and if we define v = UV and a = 3|S,(n)| we get, using the invariance of the Haar measure,

P(u)du o exp (aReu)du . (18.3.3)

If we finally parametrize the U(1) variable u by u = €?, we can write the Haar measure on U(1)

as du = id@, where df is the usual Lebesgue measure on 6 € [—7, 7). We thus have to sample
the probability distribution
P(0)df o e*<5%dg . (18.3.4)

An algorithm to sample this distribution, which uses a change of variable as a first step and von
Neumann accept/reject step to correct the result, is described in Ref. [132].

If 8 > 1 it is also possible to use a special Metropolis-Hastings algorithm, whose results are in
practice impossible to distinguish from those obtained by using the heat-bath algorithm. Since for
a > 1 we have approximately

exp(acosf) ~ exp [a (1 - ;92” , (18.3.5)

to update U, (n) = V*e%t we can start by generating 6,,c,, € [—,7) with pdf proportional to
exp(—$502,,,). This can be done by using the Box-Muller, in the “original” version on (—o0, 00)
(see Sec. 2.3) rejecting draws with || > 7, or modifying it to directly sample Gaussian variables in
(=7, 7). Once Oy, is generated, we have to accept or reject the update Uy, (n) — U’ = V*eifnew

with probability (see Sec. 3.3.1)

Ag ldl (L /) a2 2
A ° = - - new — o , 18.3.
o PU,n) exp { 5 (02,5 — 05.0) + a(cos@ cosd ld) } (18.3.6)

new
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which for large « is very close to 1. With respect to the general case discussed in Sec. 3.3.1, in the
present case the selection probability for 6,,.,, is independent of its previous value, hence we used
the shorthand A; for the probability of selecting b, instead of Ap,, which denoted the probability
of selecting b starting from a in Sec. 3.3.1.

SU(2) case

To write a heat-bath update for SU(2) Yang-Mills theory is once again convenient to use the
parametrization in Eq. (18.1.6) of a SU(2) matrix: U = ug + iu - o, with u, € R and Z# ui =1.
The fact that group elements are associated with points of the unit sphere in four dimension
suggests the invariant measure of the group to be proportional to

) (Z u? — 1) 11 dw. - (18.3.7)
Iz I
This fact can be explicitly verified by considering another SU(2) matrix M = mg + im - o, with
m, € R and Z“ mﬁ = 1. Using 001, = 0k + i€ 01 we have indeed
U'=MU = (mog+im-o)(ug+iu- o) = moug — m - u+ i(uom; + mow; — eamyug)o; , (18.3.8)
hence U’ = uj + iu’ - o, with
uy =moug —m-u, u =uym-+mou—mxu. (18.3.9)
Using these relations it is immediate to see that
mg —mp —mg —Mmg
%’ = 23 _Z;‘g Zﬁi _zf . det (%i) =m24+m?+mi+m2)? =1, (183.10)

m3 mz =My mo

hence
5 (Z u — 1) [Tdw. =0 (Z u' — 1) I] dw, - (18.3.11)
B I3 % I3

The conditional probability of the gauge variable U, (n) when all the rest of the lattice is kept
fixed is

P(U)dU  exp {gReTr(USH(n)) } (18.3.12)

As already noted, in SU(2) the sum of the staples is proportional to a SU(2) matrix, and the propor-
tionality constant is a real and positive number: S, (n) = oV, V € SU(2), a = /det S, (n) € R.
We thus have

P(U)dU  exp {O‘fReTr(UV) } : (18.3.13)

and if we define u = UV we get, using the invariance of the Haar measure,

P(u)du o< e*Puo§ (Z ui - 1> Hdu# . (18.3.14)
1 h

If we now separate in the integral the 0-th component from the other three components, introduce
polar coordinates in the three dimensional integration, and use the transformation properties of
the ¢ distribution to write §(|u|? + u2 — 1) as a function of |u|, we find

6(Jul - vI—3)

2y/1—ud

P(u)du o< e*Puo |u|?d|w|duedQs | (18.3.15)
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and by integrating on |u| we get

P(u)du o< e®Puoy /1 — 42 dugdQy | (18.3.16)

where ug € [—1,1] and d€); is the infinitesimal solid angle in three dimensions. We thus have to
identify a random direction on the sphere, which can be easily done using Alg. (11) (see Sec. 6.3),
and generate ug € [—1, 1] with pdf

p(ug)dug oc P04 /1 — uZ dug . (18.3.17)

An algorithm to sample this probability distribution has been introduced in [11], and has already
been discussed in Sec. 2.4. A more efficient algorithm to sample p(ug)dug when af > 1 is discussed
in [13].

Note that from Eq. (18.3.13) it easily follows that in the 5 — oo limit (in which the update
corresponds to a minimization of the Euclidean action) U = V1 is the only possible outcome.

SU(N) case

A heat-bath for the SU(3) Yang-Mills theory exists (see [133]), however this algorithm is quite
complex, and its generalization to SU(N) models with N > 3 is still more complex. In these
cases it is convenient to use the so called pseudo-heat-bath algorithm introduced in [130]. The
fundamental idea of this algorithm is to select an immersion of SU(2) in SU(N), and use the
immersion of a SU(2) matrix, that will be denoted by R (see Eq. (18.1.10) for the SU(3) case),
to perform the update U,(n) — U’ = RU,(n); the SU(2)-like matrix R is drawn in such a way
that U’ is sampled from the conditional probability of the gauge variable U,(n) when all the rest
of the lattice is kept fixed. Since the Haar measure of SU(N), with N > 2, is obviously invariant
under SU(2) transformations, in this way we are effectively sampling the links accorting to a heat-
bath algorithm restricted to a specific subgroup of the gauge group. This can be done by using
Eq. (18.2.14) and the SU(2) heat-bath algorith. By using enough different immersions of SU(2) in
SU(N), see Sec. 18.1, we can then sample the whole SU(N) group.

The pseudo-heat-bath update can also be used to project-back on SU(N) gauge variables, in
order to prevent the accumulation of rounding errors. Let us assume that we have to project on
SU(N) the matrix M. A possible projection strategy is to find the matrix P € SU(N) which
maximizes ReTr(PTM). If we define U = PT, to find U (and thus P) is equivalent to perform
an heath-bath update at § = oo of the link U, which is initially equal to 1, with sum of staples
M. We thus have to iterate deterministic 8 = oo SU(2) heat-bath on several SU(2) subgroups of
SU(N), until a terminating condition like ||U,11) — Uy || < € is met, where Uy, is the result of
the n-th iteration.

18.4 Hybrid Monte Carlo update

The HMC algorithm discussed in Sec. 16.2 can obviously be adopted only for continuous gauge
groups, and it is convenient to start discussing the U(1) case, which is simpler than the SU(N) case.
For what concerns the HMC, the SU(2) case is not particularly simpler than the general SU(N) case,
the only simplification being that some matrix functions can be immediately written in a compact
way by using the Pauli matrices. Note that for Yang-Mills theories, in which Metropolis, heat-bath
and microcanonical updates are available, it is typically not convenient to use the HMC algorithm,
unless very peculiar representations are used. As previously discussed, the HMC algorithm is
instead a forced choice when fermions are present.
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U(1) case

If we write the gauge variables as Uy,(n) = en(™) we can associate the conjugate momentum
pu(n) with the variable 6,,(n), and write the Hamiltonian

H= ;;pi(n) -8y Re(H#,,(n)) . (18.4.1)

n,u>v

The first equation of motion is

_ OH
Ipu(n)

from which we get the elementary gauge variable evolution e*?» ()47 U,(n). The other equation is

(no sum on p)

Qu(n)

=pu(n), (18.4.2)

. OH 0
Pu(n) = T80, (n) g 90,,(n)

Re(U#(n)SH(n)) = BRe(iU#(n)Su(n)) , (18.4.3)

n)
which using the notation V' = U,(n)S,(b) can be written as

V-V
2i

pp(n) = BRe(iV) = —pImV = - (18.4.4)

and finally
g Uu(n)Su(n) — Ui (n)S)(n)
pr,(n) _ _ﬁ M H 5 1% M .
The elementary integration steps of U,(n) and p,(n) have obviously to be combined using a
symmetric symplectic integrator, as discussed in Sec. 16.2.

(18.4.5)

SU(N) case

In the SU(N) case we have to understand how to define momenta, and the simplest possibility is
to decide that the momenta are the generator of the left-evolution of gauge variables, hence the
elementary evolution of U,(n) is

Uu(n) — exp (ipZ(n)TadT) Uu(n), (18.4.6)

and the Hermitian matrix associated with the momenta is P,(n) = pj(n)T,, where T, are the
SU(N) generators. Following the same logic it is convenient to introduce the left derivative in
position n, p of a functional of the gauge fields:

d

OnallUl= 3f [Uu(n) — e“T“Uﬂ(n)} (18.4.7)

e=0
This derivative has to be used in the equations of motions associated with the Hamiltonian

1

H=3 > ) - % > ReTrIl,, (n) . (18.4.8)

n,u,a n,u>v

For a precise discussion of these definitions, which requires some differential geometry, see [134].
The exponential of the momenta can be easily computed in SU(2), using the properties of the
Pauli matrices, while for N > 2 one simple possibility is to use the Taylor series of the exponential,
truncated to a given order and then projected on SU(N). This procedure can be carried out
since the integration time step dr is small, and a small number of terms in the Taylor expansion
will likely be sufficient. Note however that this computation has to be performed with good
accuracy, since otherwise the reversibility of the integration algorithm would be compromised. A
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different possibility is to use the Cayley-Hamilton theorem to resum the Taylor series of the matrix
exponential, see [135] for the SU(3) case.
The equation of motion of the momentum pf,(n) is

: p B .
Pp(n) = —On ol = Nﬁn,u)aReTr(Uu(n)SM(n)) = NReTr(zTaUu(n)Su(n)) . (18.4.9)
For any matrix M we have, using (TrA)* = Tr(A") and T, = T}, the identity
M+ Mt
ReTr(T,M) = ReTr (Ta—;> : (18.4.10)

If we now introduce the notation V = (M + M1)/2, the matrix V is obviously Hermitian, hence
we can write it in the form Vp + >° V,T,, with v, € R and =0, .. .,N? — 1. Using TrT, = 0
and Tr(T,Ty) = %5,11) we thus have

1 1 1
Za:TaReTr(TaM) = Za:TaReTr(TaV) = 2@: sValu=3 <V - NTrV> . (18.4.11)
Using M = iU,(n)S,(n), and the notation
w—wt 1 w—wt
Wra = —5— - 5T <2> (18.4.12)

for the traceless anti-Hermitian part of W, the equation of motion of the matrix P,(n) can finally
be written in the form

Bu(n) =) pi(n)Ty =i-—[Uu(n)Su(n)]ra , (18.4.13)

in complete analogy with the U(1) case.

18.5 Error reduction techniques

We have seen in Sec. 17.4 that Wilson loops are important observables in gauge theories, since their
large size behavior is related to the potential energy of two static sources, and in particular to the
confining properties of the theory. To study large Wilson loops is however a challenging numerical
task, especially in confined phases: the average values of Wilson loops quickly approach zero as
the size of the loops is increased, and it becomes increasingly difficult to obtain a result that is not
compatible with zero within statistical errors. It is thus important to use error reduction techniques,
and in particular improved observables. An improved observable A;,,, is an observable which has
the same expectation value of A but a smaller variance; as a consequence it is convenient to look
at Ajmp instead of A in numerical simulations. A simple and general way of building improved
observables for Wilson loops is the multihit method introduced in [136]. The basic idea of the
method is to use local averages of links to reduce the noise of the Wilson loop.

Before discussing Wilson loops in lattice gauge theory, let us study a simple example to under-
stand why this strategy is effective. Let us imagine to be interested in estimating by Monte Carlo
methods the expectation value of the product of L independent random variables x;, which for the
sake of the simplicity we assume to be identically distributed and with zero average. Clearly the
expectation value (x;---xy) vanishes, but we want to find the most effective way of estimating
numerically this expectation value, i. e., the procedure which minimize the statistical error for fixed
computation time. If we denote by o2 the variance of z;, it is immediate to see that the variance

of xy -z, is 0*F, hence if we draw N > 1 samples from z1,...,z, the statistical error of
1 M )
x1~-~xL:N;x§Z)---x%) ) (18.5.1)
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where 1 = 1,... N labels the draw, is

A== (18.5.2)

We now want to verify that z7 --- T is an improved estimator for the same quantity, where
—_ 1 (i)
Tk = Z:ck . (18.5.3)
1

The quantities Ty have zero average and variance o2 /N, hence the statistical error of Z7 - - T,
using the same number of draws used before, is

L
o oA L—-1

We thus see that the error obtained by using the second method (the one with the “local averages”)
is smaller than the naive one by a quantity which is exponential in L. Moreover, at fixed L, also
the scaling with N is much more favorable. What makes this example trivial is the fact that all
the variables are independent from each other, but in numerical simulation gauge fields associated
with different points and directions are not independent from each other, hence more care is
required. The locality of the Wilson action will be the fundamental ingredient to generalize the
local averaging procedure to lattice gauge theories.
Let us write a Wilson loop in the form

W (wy, wy) = (T (H U,,(m)>> - (Tr(U,L(n)R[U])> : (18.5.5)
C

where R[U] is the path-ordered product of all the links of the Wilson loop different from U, (n),
and we collectively denote by U all the lattice gauge variables different from U, (n). We can now
exploit the locality of the Wilson action to write

SplU] = —%ReTr [Su(n)UH(n)} + 8507, (18.5.6)

where Sg is the part of the Euclidean action independent of U, (). Note that also the sum of the
staples S, (n) depends on U. Putting everything together we have

[ dU,(n)dT Tr(UH (n)R[U]) exp (%ReTr {S,L (n)UH(n)] . [U])
J (M., U, () ) exp (S[U))

(Te (U (n)RIO])) =

)

If we now define
Uu(n) = J AU(m) V() exp (FROTE | Sy(m) () ) (18.5.7)
J dU,(n) exp (%ReTr {S“(n)Uﬂ(n)D

it is immediate to see that (since U,(n) does not depend on U,(n))

/ AU, (m)A0 T (T, (IR0 ) exp (ere“ [Su(m)U(m)] ~ S [(7]) -

= /dUT‘r(mR[U]) exp (—SE[U])/dUH(n) exp (JiReT‘r[SAn)UAn)}) = (18.5.8)

= /dU#(n)dU Tr(U#(n)R[U]) exp <J€ReTr [Sﬂ(n)U#(n)} - SE[U}) ,
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Figure 18.2: Possible choices of gauge variables which can be simultaneously averaged (thick lines)
while computing a 3 x 3 Wilson loop.

hence
<Tr(UM(n)R[U])> - <Tr(mR[U])> . (18.5.9)

This shows that by using the local average of a single gauge variable we obtain an estimator which
has the same expectation value of the original one. That this estimator is indeed an improved
estimator should be intuitively clear given the example with independent variables discussed before.
This local averaging procedure can be applied to different gauge variables as far as all local
averages can be performed independently, i. e., as far as one of the two variables does not enter
the sum of the staples of the other variable. The choice of which gauge variables to average is
generally not unique, and in Fig. (18.2) two different possibilities are shown for the case of a 3 x 3
Wilson loop. Explicit expressions for the local averages exists [137], however it is typically more
convenient to estimate them by using Metropolis, heat-bath or microcanonical updates:

M

. 1 ;

Uu(n) = 37> U () , (18.5.10)
=1

where U;(f)('n,) is the result of the i-th update at fixed sum of staples. This procedure can be used
since the sample average is an unbiased estimator of the true average.

In the multihit technique only single gauge variables are locally averaged, but it is also possible
to use local averages of the product of gauge links, like U, (n + 1)U, (n), and different averages
can be recursively nested in order to increase the effectiveness of the error reduction, using e. g.

Uu(n+p) U,(n), (18.5.11)
where different neighbor variables have to be kept fixed when averaging the single links or a product

of links. This general point of view is discussed in [138], where the so-called multilevel algorithms
have been introduced.
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Chapter 19

Two dimensional U(1) gauge
theory

19.1 ¢-dependence

Two dimensional gauge theories are peculiar gauge theories, in which several computations can be
carried out analytically or almost analytically. It is in particular possible to have complete control
on several nonperturbative phenomena, like, e. g., confinement. In two dimensional U(NN) theories
f-dependence is also present, which is the QFT analogue of the phenomenon discussed for QM in
Chap. 11. Note that, while a nontrivial topology of the configuration space was fundamental for
the existence of this phenomenon in QM, what really matters in QFT is the topology of the gauge
group.

In this section we present a simple semiclassical argument for the existence of #-dependence in
two (space-time) dimensional U(1) gauge theory, that will be confirmed by the analytical solution
of the lattice model in the next section. A canonical quantization approach to this system can be
found, e. g., in [139, 140], which has the advantage of directly showing the analogy with the case
of the QM particle on a circumference. The standard semiclassical approach to 6-dependence in
four dimensional SU(N) theories is discussed in [141] §7, [115] §23, [46] §41, while the canonical
approach has been introduced and developed in [142, 143], see [83] §4-5 for a textbook presentation.

The semiclassical approach starts from identifying the configurations with finite Euclidean
action. For the Euclidean action to be finite, we have to require F},,(z) — 0 for |x| — oco. This
means that, for |x| — oo, the gauge field A, (x) reduces to a trivial gauge field (A, (x) = 0) up to
gauge transformations. Using Eq. (17.2.7) in the Abelian case, with G(g(x)) = ¢**(®) we have

j 1
YA, = A+ 2 (0,0)G" = 4, = 0N (19.1.1)
hence finite action configurations correspond to
1
lim A,(x) = -0\ . (19.1.2)
|| — 00 e

If we now require the gauge transformation G(g()) = e**(®) to be globally well defined, we obtain

e

1 1
= — n— A — e
=5 A,dx O Adx o (A(Zﬂ') A(O)) nez. (19.1.3)

|| — o0 ™ || — o0

Q is the topological charge of the configuration, which can take nontrivial values since U(1) ~ S*

and 7 (S') = Z. Using the Stokes theorem we can rewrite @ as follows

-
T or

Audx“ = %/deeWaMAU = i/dz.ﬁEm/Fuy = %/dQ.’L‘FOl 5 (1914)

|| — 00
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Figure 19.1: Complete axial gauge fixing: links that can be fixed to 1 in an infinite two dimensional
lattice are depicted by thick lines.

and the quantity
e
q(x) = %Fm(%') (19.1.5)

is the topological charge density.

It is simple to see that adding —0q(x) to the real time action does not change the equations of
motion (since 8#% = 0 and 9¢/0A, = 0), however this change corresponds in the Euclidean
formulation to adding 0@ to the statistical weight of configurations, which generates nontrivial
changes in the free energy density.

Since in the U(1) lattice gauge theory the plaquette is related (in the naive continuum limit)
to the field strength by (see Sec. 17.3)

I, (n) = exp (—iea®F,, (n) + O(a®)) (19.1.6)

we have argIl,, ~ —ea?F,

uv, and it is thus meaningful to define on the lattice

Q= —% En:argﬂ(n(n) . (19.1.7)

Note that we could have also used Im 1, ~ —ea®F),, to define @, but the definition in Eq. (19.1.7)
has the important property of being integer valued already at finite lattice spacing, as follows from

[[Toi(n) =1 (19.1.8)

by taking the logarithm. The previous equation holds true in Abelian theories when using periodic
boundary conditions, since each link enters (in two space-time dimensions) in just two neighboring
plaquettes, once with a complex conjugation. Definitions of the topological charge which are
integer already at finite lattice spacing are usually called geometric definitions, as opposed to the
so-called field-theoretic definitions. Geometric definitions of the topological charge in 4d SU(N)
gauge theories exist but are far less trivial than in two dimensional cases, see e.g. [144], and not
commonly used.

19.2 Analytical solution

We now discuss the analytical solution (and 6-dependence) of the two dimensional lattice U(1)
gauge theory.

To solve the U(1) LGT with Wilson action it is convenient to use the lattice analogue of the
axial gauge fixing, and we will consider the simplest case of an infinite lattice (more properly: a
lattice large enough that we can neglect the effect of boundary conditions), beginning with the
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0 = 0 case. As discussed in Sec. 17.4 it is possible to fix to 1 all the links of a maximal tree, and
it is easy to understand that a maximal tree for the two dimensional infinite square lattice is the
one depicted in Fig. (19.1). We can thus fix to 1 all links in the temporal direction (which in our
conventions corresponds to g = 0), and all the links in direction 1 of a single timeslice, that we
conventionally choose as the one corresponding to ¢t = 0:

Uo(’n) =1 y Ul(O,nl) =1. (1921)

Using this gauge fixing the partition function factorizes as the product of the “vertical stripes”
partition functions (note that we are using the simplified form —3 3 P, (n) of the Wilson action,
neglecting an irrelevant additive constant):

Z(8) = / <HdUﬂ(n)> B Pon(m) _

N,
= (/ <H dUl(t)> eﬁ > Re[Ul(t)Uf(tl)]> ’
t

where Ny is the lattice extent in the p = 1 direction, assumed to be large enough to neglect
bounday effects. We can now use the invariant properties of the Haar measure (and the remaining
constraint Uy (¢t = 0) = 1) to further simplify this expression: if we introduce the U(1) variables

(19.2.2)

Vi=U(t=1), V;=U(t=)Uj{t=j—1)forj>2, (19.2.3)

and analogous definitions for j < 0, we have

Ny
/ (H dUl(t)> B T Re[U1 (U] (1-1)] _ / (H th> eP i RelVi] — (/ dVeBRe[V]> . (19.2.4)
t t

We have thus found a single plaquette model, and reduced the evaluation of the partition function
to a single link Haar integration:

2(8) = ( / dveﬁRcM)Nth . (19.2.5)

Note that, so far, we have not used any specific property of U(1), so this expression of the partition
function is valid for generic groups, both continuous and discrete, Abelian and nonAbelian.

In the specific case of the U(1) group we can use the parametrization V = ! and the Haar
measure dV = %dqﬁ to get

1 ™
/dVeﬁRe[V] = 2—/ P tdg = Ih(B) , (19.2.6)
T™J -7
where we used (see [12] Eq. 9.6.19)
1 " ing B cos p 1 " B cos ¢
o "% d¢ = — cos(neg)e do =I,,(B) , (19.2.7)
) Ly -

with I,, the modified Bessel function of first kind of integer order, n € Z. The derivatives of this
function can be computed by using the simple relation (see [12] Eq. 9.6.28)

0 10 [T .
—1 = ing Bcosd L
N o fE y (19.2.8)
1 i ei(n+1)¢+ei(n71)¢ 1 2.
= — Bcos ¢ _
2 ) 2 € do = 5 (I7z+1(,8) + In_1(,8)) .
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Using this formula we can for example compute the average value of the plaquette for generic

values of 3:
-2
0 0

1
NsNt 85
where we used I1(f) = I_1(f). Similar computations can be carried out also in the U(N) case,
in which, instead of Bessel functions, N x N determinants of Bessel functions appear, see, e. g.,
[145, 146].

The computation of the average plaquette shows that we have a good analytic control of this
model, but is not particularly useful from the physical point of view. We now switch to the
computation of the string tension, which follows basically the same strategy. Since the gauge
group is Abelian, a Wilson loop operator of size w; X ws can be written as a product of w; X wsg
plaquettes, and using the same steps used before we get

(cos ¢) =

(19.2.9)

1 . Wi W
W(wg, ws) = <W/ COS(¢)€BCOS¢d¢> =

_ (11(5)
Io(B)

from which we get the string tension in lattice units as a function of the coupling 8 (note that

Io(8)/1(B) > 1)

(19.2.10)

)wms = exp ( — wyws 10g[10(5)/h(6)]) 7

() = logllo(8)/11(B)] - (19.2.11)

We have thus shown that the two dimensional lattice U(1) gauge theory is confining for all the
values of the coupling , and in fact we explicitly computed the dimensionless string tension. An
analogous computation can also be carried out in two dimensional U(N) models, and in particular
in the N — oo limit, see [147].

Since & = a0, the critical value 3. that we have to approach to extract the continuum limit can
be identified by requiring that limg_,g, 6(3) = 0, as discussed in Sec. 14.2. Using the asymptotic
expansion of the modified Bessel functions of first kind (see, e. g., [12] Eq. 9.7.1) it is simple to see
that 8. = oo, indeed for 8 > 1 we have

1 1 11

+0(B8™) . (19.2.12)

This fact could have been guessed in a more elementary way by remembering that in the naive
continuum limit the lattice coupling g is related to the continuous coupling by (see Sec. 17.3)

1

hence in D = 2 the limit a — 0 with fixed e? corresponds to 3 — oco.
Let us now discuss #-dependence: the Wilson action in the presence of a 6 term is given by (see
Eq. (19.1.7))

Sy = —,anjpm(n) +i0Q = —6Xn:ReH01(n) - z% zn:argﬂm(n) , (19.2.14)

and the evaluation of the partition function when 6 # 0 follows exactly the same steps of the § = 0
case, obtaining

Z2(8,0) = (2(9)) " (19.2.15)

where we defined ) .
T,(8) = 7/ evoePeosdqe (19.2.16)
7T —T
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Note that Z,(5) is not a modified Bessel function of first kind of non-integer order, as can be seen
by comparing with [12] Eq. 9.6.20. Using similar manipulations we can compute the expectation
value of Wilson loops at nonvanishing 6

1 & 9 vt
_ () B cos pie _
W (wi,ws) = (f” of cos pdoti L [ﬂ cos(¢)e ’ d¢> =
o v, (19.2.17)
B I%H(ﬁ) +I%—1(ﬂ) '
a 27, (B)
and the string tension
To 1(B)+Zo _1(B)
. +1 1
0)=-—1 = = . 19.2.18
5(5,6) og< T, ) (19.2.18)
It is not difficult to verify that limg_, % = 1, hence there is no dependence of the string

tension on € in the continuum limit. This is true also for two dimensional U(N) theories, but not
for four dimensional SU(N) theories, see [148].
Using the definition of the topological susceptibility (compare with Chap. 11)

L e 2(8,0)

xX(B) = o VOB

f(ﬂ, 0) , (19.2.19)

0=0

892

(with 87 = 1/T) we obtain for the topological susceptibility in lattice units the expression

X(B) = a®x(B) = —ﬁ %221% () - m 2efcoseqy (19.2.20)
where we used ) -
PAG) = = ePesddy =0,
o LT e (19.2.21)
89219 (B) - =5/ (%> ePeosedg .

As already noted for the partition function and the string tension, using conceptually similar but
technically more involved manipulations it is possible to obtain the topological susceptibility of
two dimensional U(N) gauge theories, see [149]. Using the Laplace method, see, e. g., [84] §2.4 or
[85] §6.4, it is simple to estimate in the large 8 limit (i. e. approaching the continuum limit) the
integral in the expression of x(3), obtaining

COS 27r
/ FRePeosdq N/ $2eP0=02/2) 45 _ 6V3/2 eB (19.2.22)
Together with Io(3) ~ ¢?//273, see, e. g. [12] Eq. 7.7.1, this expression gives
. 1
It is straightforward but a little tedious to find also the subleading corrections:
1 1 13 .
(B) ~ I+ —=+-—=+0(B7%)) . 19.2.24
W)= 5 (14 55+ 51 +067) (19.220)
Combining Eq. (19.2.11) and Eq. (19.2.24) we get
xB) 1 1 -3
1 0] 19.2.25
53 "2\ T g TO6T) ( )
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Figure 19.2: Complete axial gauge fixing: links that can be fixed to 1 in a two dimensional lattice
with periodic boundary conditions are depicted by thick lines.

and hence the continuum result (note that x and o has the same mass dimension in two dimensional
models)
xB) _ 1

= lim = —F .
B—o0 5’(6) 2’/T2
The same continuum result can be obtained also by using the non-integer “field-theoretic”
definition of the topological charge

X _

g

(19.2.26)

1
Qrr = —5- zn:ImH(Jl(n) , (19.2.27)
since in this case one gets
~ 1 4 .92 B cos ¢
= —— os?d 19.2.2
XFT(ﬁ) (27'[-)3]0(6) [W SI ¢e ¢ ) ( 9 8)
which using Eq. (19.2.7) can be rewritten as
) 1 () —12(B)
= . 19.2.2
XFT(B) (277)2[0(6) ) ( 9 9)
Using [12] Eq. 7.7.1 it is then possible to obtain
o) = —— (12 - L 4o (19.2.30)
TV = 4m2p 7 28~ 8p2 ’ -

whose leading term in the large-g limit (i. e. approaching the continuum limit) coincides with the
one found before using the geometric definition. Note that the coincidence of the results obtained
using the two discretizations is by no means trivial, and it is in fact false for more complex theories,
for which the field-theoretic definition requires nontrivial renormalizations, see, e. g., [144]. Tt is
also useful to explicitly note that despite the fact that for the two dimensional U(1) model

X(B) XFr(B)

" it 6(B)

1

2n2’

lim =

Jim 2 (19.2.31)

scaling corrections are different in x and Y pr: using the geometric definition of the topological
charge X(83)/6(B) has corrections O(572) ~ O(a*) (see above), while using the field-theoretic
definition Y p7(B)/6(B) corrections O(B~1) ~ O(a?) are present.

Let us now consider the finite lattice case. A maximal tree that can be used to fix the temporal gauge on

a finite two dimensional lattice with periodic boundary conditions is shown in Fig. (19.2): we can fix to one
(N¢ —1)Ns + Ns — 1 = N¢Ns — 1 links, thus N¢N,s + 1 link integrals remain after gauge fixing. In an Abelian

162



theory it is simple to see that the product W of all the plaquettes is equal to one (see Eq. (19.1.8) above), hence
only N¢N; — 1 plaquettes are independent of each other. By performing a change of variable in the Haar integrals,
introducing plaquette variables, we end up with an integral on all the plaquettes, with the constraint 6(W, 1), and
on two remaining links. In the Abelian cases the two remaining link integrals are totally irrelevant, while they
are fundamental in the nonAbelian case. Indeed, in the nonAbelian case it can be shown that the product W of
all the plaquettes (carried out in a specific order) is equal to T1T2T1TT21L, where T7 and Th are the links defined in
Fig. (19.2), see [150] for details.

Let us consider for the sake of the simplicity just the Abelian U(1) case. Whenever the action can be written
as S =), S(Ilp1(n)) we have

7= /5(W, ] <e*S<H01(">>de(n)) . (19.2.32)
n
If we consider the parametrization e*® of U(1), the Haar measure is just % From the Fourier series expansion of
periodic functions on [—m, 7] (i. e. functions defined on U(1)) we have
) 1 /7 )
) =S ae® o= o= 7 e tray (19.2.33)
= 2 J_ .

and thus' (for a formal proof using generalized functions see, e. g., [151] 11.7)

S (1 = pmod2m) =Y ek (W=e) (19.2.34)
k

where §g is the § function on the group, defined with respect to the Haar measure. Using this identity we can
finally write the partition function as

T ™ NsN¢
Z = Z/ 11 (e—5<¢(">>+ik¢7d¢;(:)) => (/ 6_5(@”’”%) . (19.2.35)
k —T n -

k

If we now use the Wilson action with the geometric discretization of the topological charge we have (see
Eq. (19.2.16))

[T esornsdl [T peompritrorned _g g (19.2.36)
= 2T _ o b+ o2 2.
™ s
and thus .
sVt
Z(8,0) = Zk: (Zoy 2 ®) : (19.2.37)
For 6 = 0, using Eq. (19.2.8), it is now immediate to see that the average plaquette is given by
I (B)NeN-—1(1, I
(cos ) = >k 1k(B) (Ie+1(8) + I—1(8)) . (19.2.38)

2305 Te(B)NeNs

Since In(8) = I—n(B), and |I,(8)/Io(B)| < 1 for 8 > 0 and n > 0, in the thermodynamic limit NyNs > 1 we
recover Eq. (19.2.9). For the topological susceptibility in lattice units one gets analogously the expression

" #? cos(kp)e? 5 ?dgp—

NiNs ) 9(8) = L Neve—1 [T
<2kak</3) )x(ﬁ)—(zﬂ)gzkjfk(m /

19.2.39

NiNs —1 NyNg—2 o Bcos ¢ : ( )

ST @2 [ puinrret s tag)
k} — T

When N¢Ns > 1, the Iy terms dominate, moreover the second term in the right hand side vanishes for n = 0, and

we recover the expression found before in the thermodynamic limit.

19.3 Numerical results

Let us now discuss some numerical results obtained by simulating the two dimensional U(1) model.
The first observable studied is the static potential, see Sec. 17.4, which is computed by using

V(ws) = — lim_ — log W (wi, w,) - (19.3.1)

wWwe—00 Wy

We have seen in the previous section that W (w;, ws) = e~%s%t, hence Wilson loops exactly obey
the area-law. With this we mean that the area-law does not just describe the large area behavior

IFrom a group-theoretic point of view this formula represents the character expansion for the case of U(1).

Character expansion has to be used also in the nonAbelian cases to rewrite §(W, T1T2T1TT2T), see [150] (see, e. g.,
[146] for background material).
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Figure 19.3: Static potential (in lattice units) in two dimensional U(1) gauge theory. (left) Results
obtained by using 8 = 1 on a 162 lattice, for different values of the temporal extents of the
Wilson loop. The inset shows a zoom of r = 2a data, slightly shifted horizontally to increase their
readability. (right) Results obtained by using 8 = 2 on 222 and 442 lattices, measuring Wilson
loops with temporal extent w; = 1.

of the Wilson loops (as in any confining gauge theory), but exactly parametrizes W (wy, w;) for any
value of w; and wg. From this it follows that we could compute & just from the average plaquette,
and that V(r) = or, without any correction to the linear behavior (at least as far as no finite
volume effects are present).

As a first step we explicitly check that the static potential V (ws) computed by using Wilson
loops of size w, x w; does not in fact depends on wy. In Fig. (19.3) (left) we report the results
obtained for the static potential by using 8 = 1 on a 162 lattice, measuring Wilson loops W (w;, w,)
with 1 < wg, ws < 4. We collected a statistic of about 10° total lattice updates (20% Metropolis
updates, 80% microcanonical updates), performing Wilson loop measures every 50 lattice updates
and using (whenever possible) the multihit algorithm described in Sec. 18.5; link averages in
multihit are estimated using 10 Metropolis updates and 10 microcanonical updates, and the total
simulation time was ~ 3 minutes. The same update scheme was used also for the other simulations
that will be discussed below. Results presented in Fig. (19.3) (left) show that the theoretical
expectations are perfectly reproduced by numerical data, both regarding the independence of the
results from w; (see in particular the inset) and regarding the absence of corrections to the linear
behavior of the static potential.

To carry out a complete investigation of the static potential we then need to check for the
presence of finite volume effects. For this reason we carried out simulations for § = 1 on two
lattices of different extent: 162 and 322. The results obtained show that there is only a very small
dependence on the lattice size. The final step is the continuum limit: to perform the continuum
limit we have to consider 8 — oo, however it is important to note that, when changing the value of
0, also the lattice extent has to be varied, in order to keep the lattice size approximately constant
in physical units. Since a < 1/1/83, we have approximately 16a(3 = 1) ~ 22a(8 = 2) ~ 32a(8 = 4).
In Fig. (19.3) (right) we report the results of simulations carried out for 8 = 2 using the lattices
242 and 442: finite size systematic effects can be seen also in this case (see inset), of approximately
the same size of the statistical uncertainties.

For each value of 3 it is possible to fit the string tension, and to compare the fit results with the
theoretical values. This is however not completely trivial, since the values of the static potential at
different distances are generically correlated with each other, as they are estimated using Wilson
loops evaluated on the same configurations. We thus have to perform a correlated fit, or use
independent simulations to compute the static potential at different distances. Once the string
tension (or any other dimensionfull quantity) has been measured, we can use it to set the scale, i. e.
convert other quantities in physical units, in order to investigate the approach to the continuum
limit.

To investigate the continuum limit of the static potential we can plot V(r)/v/o = aV/+\/5(B)
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Figure 19.4: Approach to the continuum limit of the static potential in two dimensional U(1) gauge
theory.

as a function of rv/o = ws1/6(6): in the absence of scaling corrections all points obtained using
simulations at different values of the lattice spacing should collapse on the same curve. For the case
of the two dimensional U(1) theory this curve is in fact a straight line, since the static potential is
exactly linear, as can be seen in Fig. (19.4).

For comparison, we now discuss some results obtained in the three dimensional U(1) model
at 8 = 1.7, using a 423 lattice. The same update scheme adopted for the two dimensional model
was used also in this case, collecting 10° lattice updates. The time required for the simulation
(measuring Wilson loops with 1 < wy,ws < 10 every 50 updates), has been of ~ 5 days. The
results obtained are presented in Fig. (19.5), from which it is clear that in this case an extrapolation
is required to estimate the static potential, a consequence of the fact that Wilson loops cannot
be parametrized by the simple expression e~?%¢%s. We thus performed, for each value of w,, an
extrapolation using the ansatz

1

" log W (wy, ws) ~ a+ b/wy , (19.3.2)
t

neglecting correlations between data as a first approximation. The results of these extrapolations
are shown in the right panel of Fig. (19.5): the theory is clearly confining, but the static potential
is not exactly linear as was in the two dimensional case. A functional form which describes the
static potential fairly well is the so called Cornell potential

«
V(ir)=or+—+c, (19.3.3)
T
3 T T
r o W,=1
25F o w=2 o 1.5 B
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Figure 19.5: Static pontential in three dimensional U(1) gauge theory, computed at 5 = 1.7 using
a 423 lattice. (left) dependence of —w% log W (w¢, ws) on w; (right) static potential obtained by
performing the extrapolation w; — oo of the data shown in the left panel.
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Figure 19.6: (left) Approach to the continuum limit of the quantity 4723y, for two different values
of the physical volume. The solid line corresponds to the analytical result Eq. (19.2.20), while the
dashed line represents the development of the analytical result up to O(3~2). (right) Approach to
the continuum limit of the quantity 272y /o, for two different values of the physical volume. The
solid line corresponds to the analytical result obtained by using Eq. (19.2.11) and Eq. (19.2.20),
while the dashed line represents the development of the analytical result up to O(372).

introduced in [152] to describe charmonium bound states. From the large distance behavior of
the static potential we estimate & ~ 0.123(2) (the reason for = is that we neglected correlations
when performing the fits needed for the extrapolations, so the final error is likely underestimated).
Using a simulation algorithm specifically designed for the three dimensional U(1) gauge model, the
string tension at 8 = 1.7 was estimated to be 6 = 0.122764(2) in [153], a value which is consistent
with the value we found (and obviously more accurate).

Let us finally discuss the topological susceptibility of the two dimensional U(1) model. For
this purpose we performed several simulations at different values of the lattice spacing (i. e. of
the lattice coupling () at fixed physical volume, for two different values of the physical volume.
Since a o< 1/4/8, to approach the continuum limit at constant physical volume we can perform
simulations for different values of the lattice extent N (with N; = Nj), choosing S in such a way
that
N,
VB

is constant. We used 8 = (N,/20)? for Ny € [20,52], and to check for the presence of finite
volume corrections we also used 3 = (Ns/30)? for N, € [30,75]. In both the cases 10° updates
(20% Metropolis updates, 80% microcanonical updates) have been collected for most of the lattice
sizes. Exactly as in the QM model discussed in Chap. 11, also in this model an exponential critical
slowing down is present, and for this reason 107 updates have been used for the four largest lattice
sizes.

In Fig. (19.6)(left) we report the results obtained for 4723y, which nicely agree with the
analytical results, and in particular approach 1 for 8 — co. In Fig. (19.6)(right) we instead report
results obtained for the dimensionless ratio 2wy /o = 272 /& (using for & the analytical result in
Eq. (19.2.11)). Note that the vertical scale is different in the two panel, and that lattice artifacts
for the quantity 4723x are larger than those of the quantity 2w2X/&, consistently with the fact
that 4728y has O(1/8) x a? corrections, see Eq. (19.2.24), while 272x/6 only has O(1/3?) x a*
corrections, see Eq. (19.2.25).

a(B)Ns x (19.3.4)

For the two dimensional U(1) (in fact also for U(N) models with N > 1) model it is not difficult to implement
an algorithm which completely remove the critical slowing down related to topological modes [154]. The basic idea
is the following: since the topological carge is odd under complex conjugation of the links, if we select a portion of
the lattice (e. g. the region inside a square) and apply the transformation Uy, (n) — U, (n)* to all the links inside
this region, such a transformation will likely change the value of the topological charge, at least if the region has
a linear size which is comparable with the correlation length. It is however unlikely for such a transformation to
be accepted by a Metropolis step, since the change of action will typically be large. Note that only links on the
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boundary of the region to be updated contributes to the difference of action AS, which can be written in the form

AS==f 3 Re[(Ui(n) ~Uu(m) (8 (m) + 57 ()] , (19.3.5)

where we denoted by Sl(j)(n) the components of the sum of the staples which lay inside the region to be updated,
and by S‘(f) (n) the components of the sum of the staples which lay outside the same region. In the particular case
of two dimensional models, it is however possible to set to the identity all the links on the boundary, up to a single
link, before proposing the update. In this way U} (n) — Uu(n) = 0 but for a single boundary link, and the values
of AS corresponding to this nonlocal update are analogous to those associated to a single link update.
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Chapter 20

Appendices to Part 1V

20.A Benchmark for the two dimensional free scalar theory

The lattice action obtained by using the forward discretization of the derivative is (see Eq. (13.2.3)
with D = 2)

1 ) . — . 15~y ;
Su=1 bz {(m2 +4)¢2 — 2zo<z>n¢n+ﬂ} =52 9nknjd;
mbfn ) H= ™3 (20A1)

Knj = (0 +4)0nk = Y (Onips+0npg) -
n=0

If we use periodic b. ¢. and the ordering (0,0), (0,1), (1,0), (1,1) for the sites of a 2 x 2 lattice, the
matrix K becomes

mi+4 =2 -2 0
_ -2 mP+4 0 —2
K= -2 0 m2 44 -9 ’ (20A2)
0 —2 -2 m’+4
and
N 27'(')2 4772
Z(m) = d e 5t = ( = ) 20.A.3
o / (1;[ d)") VAt K i® £ 1610 1 S0 1 1282 ( )
AS a consequence
1 5 1.0 m* 4 8m? + 8
X=7 n2op, ) = —ino—log Z(m) = ———ms . 20.A.4
4 <zn:m ¢"> 1"om B = G a1 5 (20.A.4)

Note that (since NyNP~! =4) X is just the average value of O; defined in Eq. (15.1.9).

m | X X (MC result)
0.5 | 0.286987... | 0.28731(35)
1 0.377777... | 0.37756(34)
1.5 | 0.484878 ... | 0.48467(36)

Table 20.1: Values computed on the lattice 22 with periodic boundary conditions using 4 x 107
single site updates, 20% heatbath and 80% overrelaxation (execution time =2 10s for each case).
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20.B Benchmark for the two dimensional U(1) LGT

Using the Wilson action

S=-8> Pu(n), (20.B.1)

where Py1(n) = Rellpr (n) and Ip; (n) is the plaquette operator in position n, the average plaquette
on a N; x N lattice with periodic boundary conditions is given by (I,, is the modied Bessel function
of first kind of order n)

oo (BN NN (L1 (B) + Ln—1(B))

Py} = Zn=—o0 : 20.B.2
< 01> 22;:20_00 In(ﬁ)NtNﬁ ( )
which in the thermodynamic limit reduces to
I
Py et) = 100) (20.B.3)

Io(B

The topological susceptibility in lattice units {(8) = (Q?)/(N¢Ns) (where @ is defined in
Eq. (19.1.7)) is given by

~—

—T

+o00 +oo o
R R

NN, 1 2 o ) (20.B.4)
S X 0@ [ oy ea]
which in the termodynamic limit reduces to
> 1 1 o cos
() = ———— 2P s 0dgp . (20.B.5)

(27T>3 IO(B) -7

Ny x Ny | B | (Po1) (Po1) (MC) | (Po1)®) | ¢ x (MC) basa
2x%x2 1.0 | 0.505197 | 0.50558(63) | 0.44639 0.0212675 0.02125(10) 0.0406362
2 X2 2.0 | 0.779561 0.77941(29) 0.69777 0.00132364 | 0.001337(28) | 0.019364
5X%X5 1.0 | 0.44639 0.44626(21) | 0.44639 0.0406362 0.040596(81) | 0.0406362

Table 20.2: Values computed using 107 update of the whole lattice, 20% heatbath and 80% over-
relaxation (execution time = 15s, ~ 15s and =2 60s, respectively).
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