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vOutline

§ CDF trigger overview → focus on SVT

§ How SVT works (performance)

§ Why SVT works (diagnostics/flexibility)
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CDF Detector

Silicon detector Drift chamber

1.4 T solenoid
Calorimeter

Beam
axis

Muon chambers

§ CDF: multi-purpose experiment, broad physics program
§ Tevatron: ECM=1.96 TeV, Tbunch = 396 (132) ns, L ~ 1032cm-2s-1
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CDF trigger (detector) signatures
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v Trigger exploits a wide variety 
of signatures …
§ e, µ from W, Z, SUSY, b
§ γ, jet, ν (E imbalance), τ, b jet, …
§ “Displaced” hadrons from 

bottom and charm decay

v … to distinguish processes with a 
wide range of rates
§ ~  50 mb total inelastic
§ ~ 100 µb bottom, charm
§ ~   10 µb B, pT>6GeV, |y|<1
§ ~     2 nb W → eν
§ ~     5 pb top

Many trigger signatures use 
drift chamber tracks, e.g. 
coincidence of D.C. track 
with EM cal, muon stub, 
silicon hits
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Level 1 drift chamber trigger (XFT)
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Finds pT>1.5 GeV
tracks in 1.9 µs

For every bunch
crossing (132 ns)!

σ(1/pT) = 1.7%/GeV

σ(φ0) = 5 mrad

96% efficiency
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Exploit lifetime to select b,c decays

Proton-antiproton
collision point

B decay vertex

Impact parameter (d)

d = “impact parameter”

track

~ 1 mmTransverse view
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CDF three-level trigger

v Level 1: ~ 5.5 µsec (42-stage pipeline)
§ drift chamber tracks (+ calorimeter, muon, …)
§ look for 2 tracks with momenta > 2 GeV

v Level 2: ~30 µsec
§ fast silicon tracking (+ cal clustering, shower max, …)
§ look for 2 tracks with impact parameters > 120 µm

v Level 3: ~ 1 second (using ~250 PCs in parallel)
§ full event reconstruction; data compression

full-precision tracking (includes stereo)
§ confirm hardware tracks; form invariant masses

7 MHz

35 kHz

350 Hz

70 Hz

rates (approx)

~90%

~50%

~1%

~0.1%

track trigger
b+c purityFE digitizes (silicon S&H)

FE boards store to buffer (silicon digitizes/sends)

FE crates transmit to event builder

data logger writes event to disk
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New triggers → a paper from first 12pb-1

v Results:  M(Ds) – M(D+)
§ 99.41 + 0.38 + 0.21 MeV/c2

§ PDG: 99.2+0.5 MeV/c2
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“hit” = charge centroid

60µm

Position measurement (“hit”) for charged particle

3cm



9

Silicon trigger problem synopsis
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Zoom-inInput (every Level 1 accept):
outer drift chamber trajectories
silicon pulse height for each channel

Output (about 20 microseconds later):
trajectories that use silicon points 

impact parameter: σ(d)=35um



10

Doing silicon tracking quickly

vThree key features of SVT allow us to do in 
tens of microseconds what typically takes 
software hundreds of milliseconds:

§ Parallel/pipelined architecture

§ Custom VLSI pattern recognition

§ Linear track fit in fast FPGAs
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Trick #1: symmetry allows parallelism

6 electrical barrels

Z

2.5 cm

10.6 cm

x
y

Note “wedge” symmetry

Symmetric, modular 
geometry of silicon 
vertex detector lends 
itself to parallel 
processing

γβcτB ≈ 0.1 cm



12

SVT data volume requires parallelism
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Reduces gigabytes/second to megabytes/second

0,1

2,3
4,5

6,7 8,9

10,11fan-out fan-in

20 (0.5) GB/s 100 (1.5) MB/sPeak (avg):
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Each 1/12 of detector is processed in its own pipeline

ADC counts hit coordinates

roads ( = “patterns” )

Outer track

Fitted tracks: P = (c, φ, d, χ2)

couter, φouter

x3

x2

x1

x0

Pi =
Σ Vij xj
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2nd trick: streamlined track finding

1 2 3 4 5 6Road #

v The way we find tracks is a 
cross between 
§ searching predefined roads
§ playing BINGO

v Time ~ A*Nhits + B*Nmatchedroads

?
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Custom VLSI AMchip (pattern recognition)

VME

AMbus

x16

x8



16

Trick #3: linear fit

Fitted tracks: P = (c, φ, d, χ2)

couter, φouter

x3

x2

x1

x0

Circle(P) ∩ Planes at points x
x not in general linear in P

Pi =
Σ Vij xj

But for P > 2 GeV, d < 1 mm,
linear fit biases d ~ few %

⇒ no problem for trigger

We derive Vij by linear 
regression to Monte Carlo data

Trick #3a: use road as a hint
precompute Vij Xj

road

⇒ 250 nsec per fit !

example
Xj vs Pi
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Least squares fit is performed in FPGA

The 6 scalar products are 
computed in parallel

Each fit done in 250nsec

u.

SVT Track Fitter Board
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Performance
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35µm ⊕ 33µm
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⇒ σ = 48µm
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Given a fiducial offline track 
with SVX hits in 4/4 layers 
used by SVT

N.B.: lots of trigger & detector
work to keep efficiency high

→ Lester Miller’s talk on CDF silicon
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Merger & cable capture essence of SVT architecture

The board to move the data around was 
prototyped and tested before other 
boards were built

v Universal cable/format for 
all SVT data (hits, roads, 
tracks, …)

v Mergers fan in/out           
like NIM logic components

v Data fan-in done inside 
FPGAs, not on backplanes

v Easy to insert a processing 
stage, switch source on/off, 
split off a duplicate copy

SVT Merger Board
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Universal cable -> can adapt quickly, as with NIM logic

Most of SVT’s cabling was
carefully planned a priori

But the flexibility to adapt
to the unforeseen was a 
big plus during commissioning
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Circular buffers monitor every data link:
like a built-in logic analyzer

TAGEE

TAGEE

TAGEE

TAGEE

IN

OUT

FIFO

IN

OUT

FIFO

System wide uniform
inter-board 

communication protocol

SVT board 1

SVT board 2
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On-crate monitoring of circular buffers

107 tracks
per hour!

oc
cu
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nc

y

detector channel

0     1     2      3     4     5      6
azimuth (radians)

-1000   -500      0     500     1000
impact parameter (µm)

monitor resolution monitor acceptance

monitor noisy channels Sample hits, roads, 
tracks at high rate

Check boards against 
emulation software

Fit for beam position …
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Online beamline fit / correction
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SVT board-on-a-chip

v Input + output + one 
Altera APEX FPGA
§ Modern FPGAs have 

impressive capabilities

v Swiss army knife:
§ Subtract beam 

offset
§ Filter duplicate 

(“ghost”) tracks
§ Read diagnostic 

data into DAQ
§ Measure timing

x 3
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Why SVT succeeded
§ Performance: 

Parallel/pipelined architecture
Custom VLSI pattern recognition
Linear track fit in fast FPGAs

§ Reliability:
Easy to sink/source test data (many boards can self-test)
Modular design; universal, well-tested data link & fan-in/out
Extensive on-crate monitoring during beam running
Detailed CAD simulation before prototyping

See poster by Mircea Bogdan

§ Flexibility:
System can operate with some (or all) inputs disabled
Building-block design: can add/replace processing steps
Modern FPGAs permit unforeseen algorithm changes

§ Key: design system for easy testing/commissioning


