
Numerical calculations and the 
evolution of the APE series



• Ape starts as a tool for numerical
simulations of non perturbative
phenomena in quantum chromodynamics

• People realised that a boost can be given
to the field through the construction of 
optimized computers



The series

• 1984-1989: APE1
– 16 nodes, 1 gigaflop
– Primitive language

• 1990-1995: APE100
– The first time custom
– 2048 nodes
– Speaks TAO
– Integrated 300 Gigaflops





The series continued

• 1995-2000: APE1000
– A INFN-Desy effort
– Nodes connected in a three dimensional mesh
– Integrated 2 Teraflops deployed

• 2001-2005: apeNEXT
– INFN-Desy-Orsay collaboration
– 64 bit arithmetics
– 10 teraflops installation





The APE innovations

• The “core” (a+ib)*(A+iB) + C +iD operation
built in







The APE innovations
• VLIW: very long instruction word

– Simplifies the decoding effort

N.Cabibbo



The APE innovations

• SIMD architecture and strong 3-d 
connectivity





The physics

• The accuracy of lattice calculations goes
with the reduction of the discretisation
effects
– The lattice resolution
– The finite volume               

Number of points

CPU and memory



The physics

• Chirality on the lattice
– Recovered in the “continuum limit”
– Obtained at finite lattice spacing at the 

expenses of introducing a fifth dimension

CPU and memory



CKM Lattice QCD queries



APE1 

Beginning of weak 
interactions on the lattice

10^3*20 lattice

APE100

Improvements to 
ameliorate the 
continuum limit

24^3*48 lattice

APE1000

Lattice spacing 
0.05 Fermi

Volume 2 Fermi

Still APE1000

CP-PACS 

Continuum limits



The NEXT physics

• Accounting q–qbar pair creation
(unquenching)
– A non local effective gauge interaction
– Monte Carlo scale badly with the volume and 

with the quark mass

CPU and memory.. may not be enough



Unquenching, a multiscale problem
The inclusion of sea
quark loops needs the 
calculation of the 
determinant of an
operator with a LARGE 
hyerarchy of scales, 
from the quark mass to
the chiral cutoff



Luescher et al.





B physics, another multiscale
problem

• High resolution to properly account for
bottom quark dynamics

• Large volume to include a heavy-light
system

100^3*200 lattice



The step scaling method

• Finite volume effects should manly depend
upon the light quark and be rather
insensitive to the heavy quark mass

=





The NEXT generation

• “definite” calculations of spectra and kaon
physics

• B physics with sea quarks without brute 
force 



perspectives

• New ideas for a PETAflop generation
• Distributed computing for parallel

simulations (GRID)
• Computer architecture optimization for a 

large class of scientific problems
– Standard language support
– Modularity in communication

• Closing chapters in lattice QCD 


